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Network Emulation

Your feedback is welcome

Our goal in the preparation of this Black Book was to create high-value, high-quality content.
Your feedback is an important ingredient that will help guide our future books.

If you have any comments regarding how we could improve the quality of this book, or
suggestions for topics to be included in future Black Books, contact us at
ProductMgmtBooklets@ixiacom.com.

Your feedback is greatly appreciated!
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Network Emulation

How to Read this Book

The book is structured as several standalone sections that discuss test methodologies by type.
Every section starts by introducing the reader to relevant information from a technology and
testing perspective.

Each test case has the following organization structure:

Overview Provides background information specific to the test
case.

Objective Describes the goal of the test.

Setup An illustration of the test configuration highlighting the

test ports, simulated elements and other details.

Step-by-Step Instructions Detailed configuration procedures using Ixia test
equipment and applications.

Test Variables A summary of the key test parameters that affect the
test’s performance and scale. These can be modified to
construct other tests.

Results Analysis Provides the background useful for test result analysis,
explaining the metrics and providing examples of
expected results.

Troubleshooting and Provides guidance on how to troubleshoot common
Diagnostics issues.
Conclusions Summarizes the result of the test.

Typographic Conventions
In this document, the following conventions are used to indicate items that are selected or typed
by you:

e Bold items are those that you select or click on. It is also used to indicate text found on
the current GUI screen.

¢ ltalicized items are those that you type.
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Dear Reader

Ixia’s Black Books include a number of IP and wireless test methodologies that will help you become
familiar with new technologies and the key testing issues associated with them.

The Black Books can be considered primers on technology and testing. They include test methodologies
that can be used to verify device and system functionality and performance. The methodologies are
universally applicable to any test equipment. Step-by-step instructions using Ixia’s test platform and
applications are used to demonstrate the test methodology.

This tenth edition of the black books includes twenty two volumes covering some key technologies and
test methodologies:

Volume 1 — Higher Speed Ethernet Volume 12 — IPv6 Transition Technologies
Volume 2 — QoS Validation Volume 13 — Video over IP

Volume 3 — Advanced MPLS Volume 14 — Network Security

Volume 4 — LTE Evolved Packet Core Volume 15 — MPLS-TP

Volume 5 — Application Delivery Volume 16 — Ultra Low Latency (ULL) Testing
Volume 6 — Voice over IP Volume 17 — Impairments

Volume 7 — Converged Data Center Volume 18 — LTE Access

Volume 8 — Test Automation Volume 19 — 802.11ac Wi-Fi Benchmarking
Volume 9 — Converged Network Adapters Volume 20 — SDN/OpenFlow

Volume 10 — Carrier Ethernet Volume 21 — Network Convergence Testing
Volume 11 — Ethernet Synchronization Volume 22 — Testing Contact Centers

A soft copy of each of the chapters of the books and the associated test configurations are available on
Ixia’s Black Book website at http://www.ixiacom.com/blackbook. Registration is required to access this
section of the Web site.

At Ixia, we know that the networking industry is constantly moving; we aim to be your technology partner
through these ebbs and flows. We hope this Black Book series provides valuable insight into the evolution
of our industry as it applies to test and measurement. Keep testing hard.

(ﬁw

Errol Ginsberg, Acting CEO
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Network Emulation

Using Ixia Network Emulators for testing L23

& L47 networks & applications

This book provides use cases where network emulation is used to validate and verify the
performance of services, applications, or devices under real world network conditions.

Included in this document are pertinent use cases, recommendations, and guidelines for
emulating real world networks in a lab test bed.
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Network Impairment Testing

Introduction

All production networks have unique delays, impairments, and bandwidth limitations that directly
impact application performance. Network emulation testing enables you to:
o Predict and characterize the real-world performance of your unique network before
deployment

¢ Avoid costly time to market delays, budget overruns, and customer support nightmares

Without realistic network emulation, you cannot be sure that what you see in the lab is what is
available after deployment. Regardless as to which part of the network you may be testing —
access, edge, core or applications running across a WAN, the best way to ensure that a
network allows for the correct functioning of applications, services or protocols is pre-
deployment network emulation testing.
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Figure 1. Locations where network impairments can occur
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Network Impairment Testing

The benefits of network emulation testing using Ixia Network Emulators include:

e Realistic and repeatable network impairment conditions in the lab

e Improved productivity and time-to-test

¢ Increased reliability of your network, reducing support costs

e Ability to reproduce and quickly resolve issues occurring in the field

¢ Integration with traffic generation and analysis tools

e Full true dynamic control of impairments (manually or programmatically)
e Multiprotocol (L2-L7) support

e Line rate performance regardless of frame size

e Full APIs for testing automation

e Industry standard test suites and models

e Ability to record and playback live network impairment characteristics
e Preconfigured solutions for a wide range of applications

e High port scalability

e Support for Ethernet, SONET, SDH, OTN, FC, and CPRI
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Network Impairment Testing

Ixia ImpairNet™ and Ixia-Anue Network Emulators

ImpairNet and Ixia-Anue Network Emulators are Ixia’s comprehensive hardware-based
impairment solutions that offer ultra-high performance network emulation capability at industry-
leading scalability and precision levels.

Conceptually ImpairNet and Anue Network Emulators work by impairing traffic passing through
the ports of the ImpairNet Load Module or Anue Network Emulator. These ports are controlled
either through Ixia applications or, in the case of Ixia Anue Network Emulators, the ports can be
configured through a web interface. Note that there are also Tcl automation features that allow
ports to be configured.

: Emulated !
¢ ! - WAN Link - ! ><
=1 —— g 1
ot . L XA IXIA L - x4l
Traffic Port H DUT Impairment Impairment DUT i Traffic Port
! Port Port !

Figure 2. ImpairNet conceptual topology

Packets that pass between the network emulator ports are checked against configured Network
Profiles. When a packet matches the classifier of a Network Profile, the impairments configured
on that profile are applied to the packet. Keep in mind that all of the above occurs at any packet
size up to full line rate.

Note that Ixia load modules (such as IxLoad) can be used in conjunction with ImpairNet. This
feature provides unparalleled ease for configuring control plane protocols and traffic loads as
well providing integrated statistics that eliminates the need to switch back and forth between
multiple applications to look at the control plane, traffic, and impairment statistics separately.
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Test Case: Impairment Testing For Layer 3 QoS Mechanisms

Test Case: Impairment Testing For Layer 3 QoS Mechanisms

Overview

Real world networks suffer from network conditions such as drop, jitter, and delay. To monitor
and troubleshoot a network issue, routers and switches provide statistics to measure delay and
drops. Service Providers and NEMs need to test that routers and switches are showing reliable
statistics.

To test the capability of the router/switch under impaired conditions, an impairment generator is
used. The statistics provided by the impairment tool and the router/switch are compared to
assess the reliability of the loss and delay measurements. This test case aims to introduce
impairment tool setup.

Objective

The objective of this test is to impair the traffic based on precedence value. The traffic will carry
packets with precedence 0, 4, and 7. ImpairNet module is configured to selectively drop and
delay the packets classified with precedence value.

The impairment module can be inserted in any link where it is needed. The steps used in this
test case can be applied for Layer 3 VPN, multicast VPN and NG multicast VPN.

At the end of this test other test variables are discussed that provide more performance test
cases.
Setup

Two Ixia ports are used in this example. Traffic is sent from Ixia Port 1 towards Ixia Port 2 with
three QoS values configured. The DUT processes the packets based upon the TOS precedence
values in the IPv4 headers. Ixia ImpairNet ports are introduced in between the DUT and Port 1.

The DUT is configured to prioritize packet TOS values 7, 4, and 0 (in that order).

D= a5

Port 1 ImpairNet

Figure 3. Impairment testing — Layer 3 QoS Mechanism

Step-by-step Instructions

These instructions result in Delay, Jitter, and Drop impairment testing for the Layer 3 QoS
topology shown in Figure 3. The steps below guide you to build other impairment test scenarios.
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Test Case: Impairment Testing For Layer 3 QoS Mechanisms

1. Open the IxXNetwork GUI (Graphical User Interface), and add two physical ports to the
configuration.

2. Under Protocol Interfaces, configure two connected protocol interfaces with the following
parameters:

IP First IP Gateway
Type / Subnet
IPv4 20.1.1.2 24 20.1.1.1 1500
IPv4 20.1.2.2 24 20.1.2.1 1500

Table 1: Summary of protocol interface parameters

@ Protocols Tools IxNetwork [default_jjohnston36.xncfg]
“ Home Automation Results [ Reports Views Configuration
*’:g;f § sendaRP L Add Interface s Add TPvs o Add DHCP TLV s Add DHCP TPv6 TLV
kL J Send NS Add Multiple Interfaces Remove IPv4 Remaove IPvG Remowve DHCP TLV Remowve DHCP IPvG 1
Protocols rotocol Traffic ¥ % % % se se
3 Interfaces Actions » Group ID §§ Ping % Remove Interface
Actions Edit
ODEH-&-2-5%2-@ “;.|g|@|§_,=
Test Configuration « | € m £ Protocol Configuration » € Protocol Interfaces
ﬂﬂ Owverview ted Interfa i i i
o G L ted Interfaces I GRE Tunnels l Dizcovered Meighbors l Interface M l DHCPw4 D |
O Ports . . . .
- ¥ 4RFonlink Up ¥ SendSingle 4RF per Gateway [ M3 anlink Up W Send Single NS per Gateway
- Chassis —_
. Port . IPvd Address IPvd Mask
Port Description Interface Description | Enable Gateweay
- @ Pratocol Configuration Lirk: (10.0.x.x - Reserved IP) Wickth
1 P1 - 10/ 001000 Baze T @  |Connected - Protocalint I 20112 24 20114
‘:_. = 2 P2 - 10M 00/ 000 Baze T @ |connected - Protacolint Ira 20122 24 20124
1y ok —

Figure 4. Configuring IP addresses in IxNetwork

Note: The DUT should have the same IP addresses as configured in the Gateway column.

3. Click the Discovered Neighbors tab to verify connectivity. Send traffic from the Ixia port 1
(IP address 20.1.1.2) to port 2 (IP address 20.1.2.2).

Test Configuration « | € m £ Protacal Configuration + £ Protocol Interfaces

Overview . .

ol Cotnected Intetfaces l Unconnects Interfaces l GRE Tuntigls I Discowered Neighbors ”Inteﬁace Addreszes

- () Ports Part Name Meighbor [P ‘ Meighbor MAC | Rauter Last Updste

o Chassis :

) . 2

~ @ Protecol Configuration

kﬁ Protocol Interfaces I

Figure 5. Verifying IP connectivity

4. In the left window, click Traffic Configuration, and then start the advanced traffic wizard.
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Test Case: Impairment Testing For Layer 3 QoS Mechanisms

5. In Source/Destination Endpoints, select Port 1 as the source and Port 2 as the destination

Results [ Reports Wiews Configuration

* P N o
/S 2 R
id

Edit Regenerate Delete Traffic o Gnd
. Options Operations «
Run Edit
DEE-@-% %2 @l - [OfWé-
Add Traffic

Add additional traffic items using the Advanced Traffic Wizard.

Figure 6. Starting Advance Traffic Wizard

port. Click the down arrow ¢ to add the Endpoint Pair to the test.

6. Configure the IP priority TOS values of 0, 4, and 7 in the Packet/QoS screen.

() Al Encapsulations | (+) Per Encapsulation

(S5 Name | Encapsulation | Ethernet-Type | PFC Queue | 1P Prioeity | TTL (Time to bve) |
{t #|EndpointSet-1 Etherret I1LIPv <Auto> Default Iros l_i?-r-l
Copy from - PFC Queue

T
mm-mﬂuww:mou" @ (K

-(_-rTOS =
B Y& %% (3 Fediookp: (- T Ot sorv v | Precedence
o —__ — 1 »|000Routine
o) Hame 2 | 100 Flash Override
| > | )8 Frame 3 111 Network Control
Il_ ‘f’ii&f“’”l 4 | <Type to add vahue>
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Test Case: Impairment Testing For Layer 3 QoS Mechanisms

7. After configuring the TOS values, create the flow groups. Inthe Flow Group Setup step,
select use default distribution option.

|'n-r'u Advanced Traffic Wizard

@i Endpaints Fow Group Setup
| :

() Al Encapsulations () Per Encapsulation

Packet [ Qo5

|$)E': Flows Group Setup

Frame Setup

Al

Rate Setup

All Encapsulations - Same settings will be applie
Flows Tracking

Create Flow Groups based on ——

MVBOE

Dwnamic Fields Mone {use defaulk distribukion)
|:| Src/Dest Endpoint Pair
|:_ Preview |:| R Port
. : [] Frame sSize
validate [[] Ethernet 11 : Destination MAC Address

[] Ethernet II : Source MAC Address
[] Ethernet I : Ethernet-Tyvpe
[ Ethernet I : PFC Queus
I;I IPv4 : Precedence I
[] 1Pv4 @ Source Address
[] 1Pv4 : Destination Address

Figure 8. Flow Grouping based on IPv4 precedence

8. Inthe Frame Setup, configure a fixed frame size of 512.

Note. This dialog also allows you to configure frame parameters such as Frame Size,
Payload, CRC Settings, and Preamble Size.

9. Inthe Rate Setup, configure a line rate of 2 percent.

Note. This dialog allows you to configure the Transmission Modes for traffic items and
flow groups.
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Test Case: Impairment Testing For Layer 3 QoS Mechanisms

10. In Flow Tracking, set the Track Flows by value to IPv4: Precedence. In addition, also
configure Egress Tracking for the IPv4 TOS precedence field.

Note: This configuration tracks the IP Precedence (TOS) field from the DUT ingress and
egress side. In some cases the DUT changes the TOS value as traffic flows through the
DUT. This happens when the DUT is configured to prioritize certain TOS values over
others, and/or to ensure higher priority traffic gets through with low latency and high
throughput. This is especially useful in test cases like this, where packet contents are
being modified, that are oversubscribing the DUT Egress port.

.:.'»’4 Advanced Traffic Wizard
Eb fj Endpoints Flow Traﬂéﬁk:ing

= Track Flows by T
Packet | QoS TrafFic Ikem =

|:| Source/Dest Endpoint Pair
L]
$E Flow Group Setup D SourcefDesk Yalue Pair

al

[] sourceiDest Port Pair
[] source Endpoint
[[] pest Endpaint

Frame Setup

@ R.ate Setup
D Source Park
% Flow Tracking [ Traffic Group ID =
[] MPLS Flow Descriptar
@:} Drynamic Fields [] Frame size
IF . [] Flow Group
:Q Preview [[] Ethernet 1T : Destination MAC address

[] Ethernet 11 : Source MAC Address
[[] Ethernet 1T : Ethernet-Type
[[] Ethernet II : PFC Queus

| V| IPv4 : Precedence | .

LI PN

A Walidate

—— Egress Tracking

I | Enable Egress Tracking I

b || ==
Ethernet:IPv4 T Encapsulation | Ethernet -
Offset IFv4 TOS Precedenc,,,
Figure 9. Flow tracking

11. Do not configure or select anything on the Dynamic Fields screen.

12. In the preview step, click View Flow Groups/Packets to verify that the flow groups are
created.

13. The final Validate screen is optional. This screen allows you to validate if the settings used
in this run of the traffic wizard are correct and gives other useful information such as number
of Flow Groups and Flows.

14. Click FINISH
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Test Case: Impairment Testing For Layer 3 QoS Mechanisms

15. Apply and start Traffic.

16. Add two impairment ports in IXNetwork configuration. The impairment ports are added in the
same way as other Ixia test ports with the exception that Impairment Ports are always
selected as a port pair.

| Chassis g5 (3 (2| =8| 72| |8e [ Al ports Ports in configuration &5 Add Offline Ports | 3§ Allports ||

Chassis(Card/Port Type State Mame Chassis/Card/Port Type
~ (B 10.200.134.42 ixos 6.10.0.913 eb 1 | @ PIImparment

v B card 01 15 PORT 10/100/1000 LSM XMVDC18 2 @ P2 Impairment

» EE Card 02 15 PORT 10/100/1000 L5M XMV1S 6] GO

» B Card 03 32 PORT XDM10G325 R @ P2

v BB Card 04 15 PORT 10/100/1000 L5M XMV1S —] . @ F3

» BB card 0 16 PORT FlexAP10G16S A @ e

~ B8 cardos 4 PORT EIM10G45

¥ Port 01 L&N SFP+ 10GBASE-SR/LR
B g cE-ch/|

AN B, ESLE
LAN SFP+ 10GBASE-SR/LR
LAN SFP+ 10GBASE-SR/LR

» B Card 07 13 PORT 10/100/1000 ASM XMV12X

» EE Card 08 3 BORT 10GE LSM XM3

b EE Card 02 4 PORT 10/100/1000 STXS4-256MB

» EE Card 10 2 PORT ATM/POS 622 Multi-Rate-256MB

OK Cancel Help

Figure 10. Impairment Port Selection

Optionally, rename the ImpairNet ports for easier reference throughout the IxNetwork
application.

Note: ImpairNet ports do not allow for protocol or traffic to be configured on them.
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Test Case: Impairment Testing For Layer 3 QoS Mechanisms

17. Ixia’s IxNetwork GUI provides an easy to use one click option to create an impairment profile
directly from the traffic flow group. Right click the desired flow group in L2-3 Flow Groups
view and choose Create Impairment Profile from the menu.

< m =, Traffic Configuration I}C L2-3 Flow Groupsl

Transmit State Suspend Tx Port IP+4 :Precedence Fx F
v i@k B Traffic Itemn Mame: Precedence Based Flows Tk Mode: Interleaved, SrcjDst Mesh oneTo
1 » @ | 10.200.134.42:05:0. .. “H

Converk to Raw

Traffic Item properties. ..

Flow Group propetties, .

Create Impairment Profile

Figure 11. Impairment Profile Creation

Note: The view changes from L2-3 Flow Groups view to Impairments view after you
click Create Impairment Profile.

18. The Impairments view has three tabs: Diagram, Profiles, and Links. The Diagram tab is
chosen by default. Select the Profiles tab to see the list of all the impairment profiles. This
view has multiple tabs at the bottom for different impairments.

© PRE D

Appl te Raiza Lower
Impa#ﬁwgnts Prcwe Pr-::- Pricrity Priority '“Iass%ler
Apply Edit Impairments
] = (" Impairments
u[ll] Ovenview ﬁ
Diagram Profiles | Links
- O Ports Enabled Profile Marme Priority =
ﬁ!h Chassis 1 Impairment Profile 1 1
e Impair L3 Flow Group e
~ 3 Protocols 3 ¥ Defaulk Profile lowest
4 &-‘p Protocol Interfaces
b (D Static
- 5S¢ Traffic

¢t L2-3 Quick Flow Grour

Summary | Delay | Packet Actions | Madify | &l ﬁ

| ' Impairments |

Figure 12. Impairments view

Optionally, change the name of the impairment profile in the Profile Name grid for easy
reference.
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Test Case: Impairment Testing For Layer 3 QoS Mechanisms

Note:

e The Impairments view has commands for creation, deletion, and raising or
lowering the priority of the impairment profiles.

¢ The created impairment profile is enabled by default. Each profile has a
checkbox to disable or enable it.

e Creating impairment profile directly from the traffic flow group has the advantage
that all the L2-3 traffic classifiers are automatically added in the list of classifiers.

e By default, there are two profiles created — Default Profile and Impairment Profile
1. Impairment Profile 1 is not enabled. You may leave it as it is or delete it. It has
no bearing on this test case. We will leave the profile in screenshots for
reference.

19. Click the Classifier grid in the Impairments -> Profiles tab. The Packet Classifier

dialogue opens.

Classifier

i

— Packet Classifier # Matchers Used: 0/8

|dj: ;!\ddl * Deletel = Edit |

Enabled Pattern Name Offset Value Mask Field Size (bits)
Ethernet.Destination M... 0 00:00:00: 1A:AG: 7B G- A i 43

b

Ethernet.Source MAC A... & 00:00:00; 1A:04:DA FF:FF:FF:FF:FF.FF 43
Ethernet.Ethernet-Type 12 02800 FF FF 16
IPv4.Protocol 23 30 FF 8
IPv4.Source Address 26 20.1.1.1 255.255.255.255 32
IPv4.Destination Address 30 20.1.1.2 255,255.255.255 32

Figure 13. Open Traffic classifiers
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Test Case: Impairment Testing For Layer 3 QoS Mechanisms

20. Click the Add icon to add a new classifier pattern. Select Precedence in the Packet
Templates Manager window.

Note: The selected field offset and size are shown at the bottom for reference.
Optionally, remove all of the unused classifier patterns.

I:c-' Packet Templates Manager =] E3
Parcket Templates @ % IPv4 Packet
1P+ Packet AaddfRemove Protocol Lavers E:-},L_I % | & %

IPvE Packet

u% Ethernet II -~
IPw4_IPwE Packst H

4. Ethernet Header: 2

&= Destination MAC Address
H === Source MAC Address
== Ethernet-Type
L=

4B TP Header: 3
=== Yersion

-.e=== Header Length
B IP Priority
B TOS

P FrECcedence

femm Delay

== Throughpuk

== Reliability

o= Monetary
e Unused

-e=== Total Length {ockeks)

== Identification =

Field (IPw4.Precedence) Offset (bwtes): 15 Size (hits): 3

Ok Cancel

A

Figure 14. Packet Templates Manager

21. Click Ok to close the Packet Templates Manager window. The field offset and size are
automatically updated in the Packet Classifier dialogue.

The classifier pattern value has hexadecimal format and is aligned to an octet boundary.
The unused bits in the value is ignored by using don’t care bits in the mask.

In this test case, the traffic flow with precedence value 00 is impaired. The field size is 3
bits hence the other 5 bits should be ignored. The mask is 1 byte octet value and should

be set to EO.
After the classifier is configured successfully, the pattern can be seen in the classifier
grid.
Classifier
[Pattern{Value=00 , Offset=15) |~ i
= Packet Classifier # Matchers Used: 1/8

=P Add §¢ Delete |E] Edit

Enabled Fattern Name Offset Value Mask Field Size (hits)
[ ¥ Pvaprecedence 15 00 {ED 3

Figure 15. Configure Traffic classifiers

22. Click Add Profile icon twice to create two profiles in Impairments Configuration ribbon.
Optionally, name the profiles.
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Test Case: Impairment Testing For Layer 3 QoS Mechanisms

23. Select the classifier added in step 9 and click the Copy Classifier icon. You can paste this
classifier across multiple impairment profiles. Select the profiles created in step 10
individually and click Paste Classifier icon.

24. Edit the classifier to impair traffic for Precedence values 4 and 7. Only the value should be

changed in the classifier.

<0
Diagrarn Links

Enabled Profile Mame Priority = | Rate Limit Delay Drop Links Classifier
i) v Impair Precedence O Traffic 1 disabled disabled = alllinks Fatterni¥alue=00, Offset=15)
il v Impair Precedence 4 Traffic 2 disablad disabled disabled all links Pattern(¥alue=04, Offset=15)
3 v Impair Precedence 7 Traffic 3 disabled disabled disabled all links Fattern(¥alue=07, Offset=15)
4 v Default Profile lowest disabled disabled disabled all links all packets

Delay Packet Actions | Modify | all ﬁ

Figure 16. Copying Traffic Classifiers across impairment profiles

25. Each impairment port pair has two links that denote the direction of traffic flow between the
two impairment ports. Right click the Links grid of the desired impairment profile. Select the
link so that the traffic flowing through the DUT is impaired. Configure the links for the other
two profiles.

| Links | Classifier

{P1 Impairment->=P2 Impairmentl - I Pattern{Value=00 , Offset=15)

(3 Al Links Selected Link

| (@) selected Li,—,ksl ¥ ___________ | o | P'1 Impairment-=P2 Impairment

P2 Impairment-=P 1 Impairment

OK Cancel

Figure 17. Impairments Link Selection
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Test Case: Impairment Testing For Layer 3 QoS Mechanisms

26. Click the Drop grid of the first impairment profile. Select the Enabled checkbox and enter
the drop percentage as 50%.Configure drop for the second and third profiles similarly.
Drop == Links
{50%: |;|F'1 Impairment-=F2 Impairment
~ | Enabled

FPercentage of packets to drop: 50,000|

Mumber of packets to drop at a time: 1

Drop packets, 2 at a time

G

Time

o4 Cancel

Figure 18. Drop Impairment Configuration

27. To configure delay and jitter impairments, change the bottom tab to Delay. To configure
Delay and Delay Variation impairments, in Impairments -> Profiles tab, select the
impairment profile and click the Delay grid. Select the Enabled checkbox and enter the
delay as 300 microseconds. Click OK.

28. Similarly configure delays for the second and third profiles.

< {2} (V) Impairments

Diagrarn | Profiles | Links

Enabled Praofile Mame Pricrity = Delay Delay Variation | Custom Delay
TiT: v Impair Precedence O Traffic 1 disabled - disabled disabled
z = Impair Precedence 4 Traffic 2 7 E
3 = Impair Precedence 7 Traffic 3 DE|-;‘:.-': - | 200,000 | Imicrossconds 1=
4 " Default Profile [owest

Delay received packets before forwarding them.

k Cancel

Surnmary || Delay ||Packet Actions | Modify | Al ﬁ

Figure 19. Delay Impairment Configuration
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Test Case: Impairment Testing For Layer 3 QoS Mechanisms

29. Select the impairment profile and click the Delay Variation grid. Select the Enabled check
box and select the Gaussian as the delay variation. Enter 10 microseconds as the value of
Standard Variation as shown in the figure below. Similarly configure delay variation for the
second and third profiles.

| Delay Variation | Custom

Gaussian (standard deviation 10 us) U disabled
Enabled

() Uniform Standard deviation: | i} |microseconds |~

2] Gaussian

() Exponential

-Std dev 0 45td dew

oK Cancel

Figure 20. Delay Variation Impairment Configuration

30. To apply the impairment profile in the hardware, click the Apply Impairments icon in the
Configuration ribbon. See the figure below. Only the enabled profiles are applied to the
hardware. If applying impairment profile changes is successful, then the exclamation mark
on the Apply Impairments icon disappears.

" & '\.VJ’

A

Apply A
Impairments Impalljrprllg'énts

Figure 21. Apply Impairments Icon Change

Note: If the impairment profile contains configuration errors, then the exclamation mark
is visible and an error notification pop-up appears on the right hand side bottom corner
of the IxNetwork GUI. For further troubleshooting, follow the instructions in the
Troubleshooting Tips section.
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Test Case: Impairment Testing For Layer 3 QoS Mechanisms

31. After applying impairments, the sytem initiates to update impairment statistics. Select
Impairment Profile Statistics and click the Dropped tab at the bottom in the Impairment
Statistics view as depicted in the following figure.

C|[ Impairment Statistics | Port CPU Statistics Impairment Link Statistics I Impairment Profile Statistics |
Stat Mame Dropped Frames|Dropped Frame Rate|DroppedBytes | Dropped Bit Rate
[ Default Profile] 0 0 ] 0
2 |Impair Precedence 0 Traffic 23,201,513 49,604 1,484,896,832 25,397,248
3 |Impair Precedence 4 Traffic 23,201,513 49,604 1,484,896,832 25,397,298
4 |Impair Precedence 7 Traffic 23,201,513 49,605 1,484,896,832 25,397,760

All | BitError | Delay | Dropped | Duplicate | FCS | Forwarding | Rate Limit | Res b

Figure 22. Drop Impairment Profile Statistics

Only the profiles with drop impairment enabled drop the packets as seen above. Check
that the packets are dropped as per the configured rate.

32. To check the dropped packet statistics for each link direction, select Impairment Link
Statistics tab in the Impairment Statistics view. Select Dropped tab at the bottom as
shown in the following figure. Note that the link drop statistics are aggregate of the profile
drop statistics.

EH Impairment Statistics | Port CPU Statistics | Impairment Link Statistics | Impairment Profile Statistics
Stat Mame Dropped Frames|Dropped Frame Rate|Dropped Bytes | Dropped Bit Rate
Fo1 I P1 Impairment-=PF2 Il'ﬂp...l 89,247,865 148,813 5,711,863,360 ?6,192,256'
2 P2 Impairment->=P1 Impair... 0 4] a 0

Figure 23. Drop Impairment Link Statistics
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Test Case: Impairment Testing For Layer 3 QoS Mechanisms

33. Select Impairment Profile Statistics tab and select the Delay tab.

Note: The Delay Values will vary based on the traffic flowing through the ImpairNet
module and inter packet gap.

[ Impairment Statistics ] Port CPU Statistics Impairment Link Statistics | Impairment Profile Statistics |
Stat Mame Packet Delay Minimum |Packet Delay Maximum |F‘acket Delay Average|Packet Delay Std Dev |
v o1 Default Profile
2 | Impair Precedence O ... 73,660 131,720 100,429 9,733
3 | Impair Precedence 4 ... 73,740 131,700 100,429 9,734
4 | Impair Precedence 7 ... 73,740 131,720 100,430 9,734

Aall | BitError | Delay | Dropped | Duplicate | FCS | Forwarding | Rate Limit | Re ,

Figure 24. Delay Impairment Profile Statistics

34. Click Impairment Link Statistics tab, and then click the Delay tab.

Note: The Link Delay Statistics shows the aggregated delay for all the traffic flowing
through this link and varies from the impairment profile statistics.

[ Impairment Statistics ] Port CPU Statistics | Impairment Link Statistics | Impairment Profile Statistics Impairment Pro:
Stat Name Packet Delay Minimum |Packet Delay Maximum |Packet Delay Average |Packet Delay Std Devl
v 1 | P1Impairment->P2 Impairme... || 73,680 131,720 100,429 9,?33'

2 | P2 Impairment-=P1 Impairment

Figure 25. Delay Impairment Link Statistics

Test Variables

You can use each of the following variables in separate test cases to test the DUT. They use
the test case detailed above as a baseline, and modify a few parameters in the same

Impairments view. You can create various scalability tests to fully stress the DUT’s capability as
a PE router operating in presence of real world network impairments.

Performance Variable | Description

Apply multiple profiles Figure 26.  You can create up to 32 bidirectional or 64 unidirectional
impairment profiles per impairment load module.

Use multiple classifiers Figure 27. You can introduce multiple classifiers in a single
impairment profile. Classifiers can also be copied and pasted
across impairment profiles by using Copy Classifier and Paste
Classifier commands in the Impairments Configuration tab. A
maximum of 16 classifiers can be added for each link direction.
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Test Case: Impairment Testing For Layer 3 QoS Mechanisms

Performance Variable | Description

Apply impairments in Figure 28. You can select to impair either one or both the links.
both link directions

Apply different drop rates Figure 29. Apply drop rates from 0-100% in clusters, to a maximum of
65535 packets.

Apply different packet Figure 30. Apply, reorder, and duplicate BER impairments in addition
Impairments to drop impairment. Reorder and duplicate impairments are
present in the Packet Actions tab.

Increase Delay Figure 31. Introduce delay to a maximum of 6s for every impairment
profile on a 1G impairment module and to a maximum of 600 ms
for a 10 G impairment module.

Apply different kind of Figure 32.  Introduce delay in us, ms or km. 1 km of WAN Link cause
delays a delay of 5 us.

Apply different delay Figure 33.  You can apply uniform, exponential, and customized delay
variations variations.

Results Analysis

The test verifies that drop and delay impairments can be introduced in the traffic stream based
on precedence based traffic classifiers. The impairment profiles are independent of each other
and each traffic flow is impaired independently. You can use the drop and delay measurements
to verify the statistics report generated by the DUT.

Troubleshooting Tips

Issue Troubleshooting Solution

Impairment profiles are Figure 34. Check that the Apply Impairments icon does not have
g?aatliz It?cdst;urt;r:gtagnég?é d any error mark. Check that the traffic is flowing and the drop rate
P ' is not configured to 100% for all the profiles.

No traffic is flowing Figure 35.  Disable all the impairment profiles except default profile.
;[ir:]rlfSUQh the impairment Make sure that the default profile is not set to 100% drop. Apply
' Impairments, and check that Rx/Tx Frames statistics for the
impairment link correspond to the traffic. Also, check that both the
links for the impairment port pair are forwarding, that is, in the
Links tab, clear the checkbox for Interrupt Forwarding.
An error window pops up Figure 36.  Check for impairment profile configuration error. Ensure

in the right hand side
bottom when Apply
Impairments is clicked.

that the impairments are applied with in the configuration limits.
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Test Case: Impairment Testing For Layer 3 QoS Mechanisms

Issue Troubleshooting Solution

Check ImpairNet module specifications for the configuration
limits.

Traffic is not impaired Figure 37.  Check that the classifier value, mask and offset are set
}&opugrnfgﬁt’?gﬂyis not correctly. Also ens.ure tha’F a_profile with more gene_ric classifier
showing any exclamation does not have a higher priority than that of the desired

mark. impairment profile. Also ensure that the Enabled checkbox is

selected for the configured impairments.

Conclusions

This test explains how to impair traffic based on a particular packet field (Precedence). You can
easily create impairments for other fields to test the DUT’s capability to generate accurate
statistics report
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Test Case: Impairment Testing - Drop and Delay CCM Messages

Test Case: Impairment Testing - Drop and Delay CCM Messages

Overview

CCM messages play an important role in delay and loss measurement. This is achieved by
adding sequence number and timestamp to the CCM messages. If the CCM messages are
impaired by the underlying E-Line service or MPLS-TP based transport network, the network
device can measure the loss and delay based on CCM messages received. It is important to
validate that the network device is measuring the loss and delay of CCM messages accurately,
because the loss and delay reported by these devices are used to monitor the performance of
the network.

The following sections explain how to configure Ixia’s ImpairNet module to introduce drop,
delay, and jitter impairments in the CCM messages.
Objective

The objective of this test is to introduce drop, delay, and jitter in the CCM messages flowing
through the ImpairNet module.

Though the focus of this test is to impair CCM messages, you can apply the same procedure to
impair other OAM messages and Ethernet/VLAN Traffic.

At the end of this test, other test variables are discussed that provide more performance test
cases.
Setup

The setup is similar to the setup in the previous test case except that an impairment module is
inserted between the Ixia test port and Ethernet CFM DUT.

Ixia Port 1 Ixia Port 2

MD-Level6

Figure 26. Impairment testing — Drop and Delay CCM Messages
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Test Case: Impairment Testing - Drop and Delay CCM Messages

Step-by-step Instructions

The instructions provided in this section helps to perform Delay, Jitter, and Drop impairment test

for the CFM topology. You can use the steps below as a guide to build other impairment test

scenarios.

Add

1. Click "~ to reserve two ports.

2. Launch the CFM/Y.1731 Wizard and select the ports reserved in the previous step.

I;:I Protocols Wizards

Select a'\Wizard | Run Wizard I

B[] Routing/Switching =
B L2¥PNAPLS
Bl L3VPN/EWPE
B RSYPTE

-2 BPE

B 0sPF

~[El 0SPFv3

B 1515v4svE
B L21515

—[B] BGP/BGP+
B Multicast

B Multicast vPH
B 5TP

- B_MsTF

B LACF

~[E} PBB-TE

B Link-DAM
B2 Authibceess Hostsdl
B DCBx

Bl PPP wi BN
) FCoE Client
B} DHCP Client
Bl IPw/ aNCP

Fo e L

4] »

Figure 27.

BlackBook TestCaze

Ixia Port

# Farlg = 2

Select Portlz] for Wizard Configuration

CFM/¥.1731 Wizard - Port Select - BlackBook TestCase

Prosocal = CFM

MIP/MEP

¥ of MD Lewels = 1
#of MAsMEGs = 1
#of VlANs = 1

# of Hub MEPs = 1
MD Levels of Hubh MEPs = &

# of Spoke MEFs per Huo = 4
MD Lavel of Spoke MEFs = §

Enable

Port Description

4 P1 - 10M00M 000 Base T

=

™ P2 -10M00/1000 Baze T

Launch CFM/Y.1731 Protocol Wizard

The Operation Mode window configures the protocol, Topology type, and Maintenance

Association (MA).

3. Change the CCI Interval to 3.33ms. This action verifies that the DUT can handle the
fastest rate for Continuity Check messages for all 8 Endpoints (MEPS). This number

needs to match the DUT.

4. Change the Short MA Name to MA-1. If the Increment Short MA name remains
unchecked, then all configured MEPs belong to the same service.
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Test Case: Impairment Testing - Drop and Delay CCM Messages

5. Optionally:

Change the Operation Mode to Y.1731. The wizard changes slightly to match the
technology described in Y.1731, however it is very similar (actually a superset) to CFM.
Change the Topology type to Tree Topology. The picture and wizard changes to match.
See the Ethernet CFM Application note at
http://www.ixiacom.com/solutions/testing_carrier_ethernet for more information on the
tree topology.

CFM/¥.1731 Wizard - Operation Mode - BlackBook TestCase

|xia Port

NAC e Prooocal = CFh

MIF/MEP

¥ of MD Levals = 1
# ol MASMEGE = 1
#ofVlans = 1

# of Hub MEPs = 1
MO Lewels of Hubh MEPs = &

#of Spoke MEPs per Hub = 4
MO Laval of Spoke MEFs = §

# Farla = 2

—Ethernet 0AM Mode Selection

— Operation Mode Topology Type
&+ CFM © Tree
L ich & Hub and Spoke

— Ma Configuration
[ | Allows CER) b &ID Formats in 1 730

ﬁgll:'lnrfahgﬂrmat Il:haracter Shing j Shart td Mamme [|Fa-1
CLl Interval [ Increment Shart M2 Mame
100 rzec
1 zec
10 zec
1 min
10 min

Figure 28. CFM/Y.1731 Protocol Wizard

The CFM Topology Type window configures the MAC addresses and number of MEPS to be
used.

6. Change the Number of Spoke MEPs per MIP to 4. This action creates a topology the
same as shown in the figure, below.

7. Optionally, configure the Starting MAC address and MEP ID/Step as desired.
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Test Case: Impairment Testing - Drop and Delay CCM Messages

CFM/Y.1731 Wizard - Topology Type - BlackBook TestCase

Ixia Port
NAG e sneal =
Pas BEREE Preaocal CFhd
WAL e
Rangan  1EIA
WAL | g
Fargas  BEIA | i
¥ of MD Levats = 1
# ol MAsMEGE = 1
#of Wiaks = 1

# of Hub MEPs = 1
MO Lavels of Hub MEP== §

# ol Spoke MEFs perHuo = 4
MO Laval of Spoke MEFs = 6

# Parlg = 2

— CFk Topalogy

MEPRID
Hub and Spoke

Start MAC Address

Step MAC Address

—

|nn 00 00 10 00 00

|nn 00 00 00 00 01

MEPID Step

Mumber of Spoke MEPz per MIF

Figure 29.

—

CFM/Y.1731 Protocol Wizard

The CFM MD Level window configures the number of Maintenance Domain (MD) levels
to use, their name and Level ID.

8. Change the MD Level ID to 6 as shown in the Setup section of this test case. This

number must match the DUT.

9. Change the MD name to MD-Level6 as shown in the Setup section of this test case.
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Test Case: Impairment Testing - Drop and Delay CCM Messages

10. Optionally, change the number of MD Levels to greater than 1 to create multiple
Management Domains within the same wizard run. You can then configure each one for
its MD Level ID and MD Name.

CFM/Y.1731 Wizard - MD/MEG Level - BlackBook TestCase

Ixia Port
NAG e sneal =
Favane Tioin Proaocal = CFM
WE ma
Rangan  IKIA
e A -
Fargas i
¥ of MD Levals = 1
# ol MASMEGS = 1
L] #ofWlaks = 1
-
* # of Hub MEPs = 1
MD Levels of Huh MEPs = B
s 1R
- # of Spoke MEPs par Huo = 4
MD Laval of Spoke MEFs = 6
wParla = 2

— CFM MDD Level Configuration

MNurmber of MD Levels 7

D Level Settings

WD Level ID WD Mame Format WD Mame

1 Iﬂ Character string mD-Lewvels |

Figure 30. Link CFM/Y.1731 Protocol Wizard

The CFM MD Level assignment allows each level of the Topology tree to be configured at
different MD level.

¢ Note at Topology Depth 1lthere are no MEPs. This represents the MIP at the front of
the Ixia port. This is also depicted in the Setup section of this test case.

¢ Note at Topology Depth 2 there are 4 MEPs. This represents the MEPs at the back of
the Ixia port (using the Tree Topology). This is also depicted in the Setup section of this
test case.

PN 915-2633-01 Rev C October 2013 25



Test Case: Impairment Testing - Drop and Delay CCM Messages

11. Optionally, if multiple MD Levels are configured, you can change the MD Level ID here.
In some cases IxNetwork may not allow ascending or descending numbers, as
described in the standard.

CFM/Y.1731 Wizard - MD/MEG Level Assignment - BlackBook TestCase

Ixia Port
L C- sncal =
Rt — Prrascal ZFmA
angen ARIA
Rangas
MIP/MEPR
WAC I_;:'j _mrr.d
Fargas r
¥ of MD Levals = 1
# ol MASIMEGE = 1
- ¥of ViANs = 1
.
: # of Hub MEPs = 1
MD Lavals of Hub MEP= = §
g SRR
. # ol Spoke MEFs par Hub = 4
MD Laval of Spoke MEFs = 6
# Parla = 2

— CFM MDD Level aszignment for different Levels

D Level Azzignment
Topalogy Degth Mumbet of MEP= MDD Lessel
1 1 1] B
2 2 4 B
Figure 31. CFM/Y.1731 Protocol Wizard

The MAC/VLAN Configuration page allows VLANSs, QinQ, and Traffic Sources and
Destinations to be configured.

12. In most cases check the Enable VLAN. This action encapsulates the CFM messages
over a VLAN.

13. Choose Single VLAN or Stacked VLAN (QinQ). This action adds S-VLANSs and C-
VLANS respectively. In this case use VLAN 777

14. Optionally, configure the VLAN Priority.
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Test Case: Impairment Testing - Drop and Delay CCM Messages

15. Optionally: check the Enable MAC Range to create Source and Destination MAC
Ranges in the CFM Protocol grid. The MACs show up as Sources and Destinations in
the traffic wizard when using the Ethernet/VLAN encapsulation.

CFM/Y¥.1731 Wizard - MAC ¥LAN - BlackBook TestCase

Ixia Port

MAC =
Farges  IEIA

MAE e
“.F!_"\
WAL e |

|

Preaocal =

CFh

Fargas  IXA&

# Paria = 2

¥ of MD Levals = 1
#of MASMEGE = 1
#ofvilans= 1

# of Hub MEPs = 1
MO Lavals of Hub MEP= = §

# of Spoka MEFs per Hub = 4
MD Leval of Spoke MEFs = 6

— MAC WLAM Configuration

e Enatie vLan

WLAMN Type

[ Increment ¥LAM for MEPs

— SALAM QinG]
S4LAN 1D |?‘??
SMLAN ID Step [222
SA/LAM TRID |'3><81 oo 'I

SLAM Priority IEI

~ CALAN
CHLEN 1D 100
CVLANIDStep [
CVLANTPD  [0:8100 -]
CALarM Priority ID—
CMLANCount |1

" Enable MAL Hangﬂ

Start MAC Fm 000010 00 00

MAL Count |1

Figure 32.
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Test Case: Impairment Testing - Drop and Delay CCM Messages

16. On the last screen of the CFM/Y.1731 wizard (figure 45), assign a meaningful name and
then select either option 3 or 4 to save and overwrite the configuration to the IxNetwork

GUI.

Note: The diagram in the upper panel displays the configuration details. See how this

matches the Topology setup for this test case.

CFM/Y.1731 Wizard - BlackBook TestCase

Ixia Port
NAC = e =
e T Prosoeal = CFM
L T
Rangan  IXIA
WAC | g g
Margas IRIA [T !
¥ of MD Levats = 1
& ol MASMEGs = 1
. ¥odWlaks =
.
* # of Hubt MEPs = 1
MO Leweals of Hub MEP= = 6
-
e # of Spoke MEFs par Hub = 4
WD Laval of Spoke MEFs = 6
# Farla = I

BlackBook TestCaze

£ Save Wizard Config, But Do Mot Generate on Ports

£~ Gererate and Append to E <isting Configuration

" Gererate and Owvenarite E sisting Configuration

¥ Gererate and Dwvenarite Al Pratocol Configurations

[AARMIMG : Thiz will clear the interface configurahions alza)

Figure 33.

CFM/Y.1731 Protocol Wizard

Once the configuration is complete using the wizard, you can navigate to the main GUI to start

the protocol, make protocol-specific changes, and observe DUT behavior. You can achieve
many functional verifications using this method. Below are a few examples that show how to

achieve specific test objectives relating to CCMs

17. Start the CFM Protocol on both ports. EL*J
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Test Case: Impairment Testing - Drop and Delay CCM Messages
18. View the CFM Learned Info — CCM DataBase on each port to see what is coming from
the neighbor MEPs (in this case from Port2).

e |f there are many MDs, S-VLANS, or C-VLANSs configured, use the Advanced
Filter options to only show the MEPs of choice.

o Verify there are no Alarms (RDI, Defects, AlS).

Loty s ——————
Test Configuration
CCM D Link Trace I Loophack I Periodic OAM ]
[+ 2. Protocol
p Refresh
2 ‘
€0 Traffic Groups [EdvancedFi=]
=22 BWFFW E MD/MEG Level [ B
L[] options
[ 4. Statistic Setup Shert MA Name Fomat [4 Formats 7] ShotMAName [anis Hames 2
oS Capture SLAN [ sLan Ds |
% &, Integrated Tests
al W ] HLAN [Ma CyLean D =l
| & [ CEM/YA731/PBB-TE
Received | Some RWEP |Received | GGl |Short WA [Short WA | WD Name
i S-VLAN CVLAN | MDLevel |MEP MAC Address| MEPID |7 o Mot o vt | i [P s M o | MO Hame:
i WVLAND 777 TRID 08100 Friority 0_Mone 5000000100007 6 o Mo Mo 333 mee Character A1 Character :MD-Levels
£ MD/MEG Le 2 VLAND 777 TPID 0381 00 Friority 0 None 000000100006 15 Ho N Mo 333 mse iCharacter MA-1 Character iMD-Levels
<= MIF/MEPs 3 VLAND 777 TRID 038100 Friority 0_Mone & 000000100008 -7 Hio o o 333 mee Character A1 Character :MD-Lavels
<= Links &gl VLANID 777 TRIB T 10 Priarity 0 fhione 00 06 10 0 G 1 1o fi o 333 mse Character fA-1 T Character iMD-Levels
= YleNs
Custom 7L | ]
; Bl Leamedina] ||}
¥ P2Fumming CCM No Defect Database [| CCh Defect Databaze /.

Figure 34. Viewing Learned CCM Info.

19. Reserve two impairment ports in IxXNetwork. The impairment ports are added in the
same way as other Ixia test ports with the exception that impairment Ports are always
selected as a pair of ports.

ﬁ"d Pork Selection BAI=1 E3
| Chassis 3 (K| (8B =8| |%3| [Be Al ports = Ports in configuration =5 Add Offline Ports || 3§ Allports ¥ |
(Chassis/Card/Port Type Stite Tame Chassis{Card/Port Type
» 3 10.200.134.42 ixos 6.10.0.913 eb 1 v @ P1Impairment
» EF Card 01 16 PORT 10/100/1000 LSM XMVDC16 2 @ P2 Impairment
3 Card 02 16 PORT 10/100/1000 L5M XMV16 ] o FL
» BB card 03 32 PORT XDM10G325 P @ P2
» HP Card 04 16 PORT 10/100/1000 LSM XMV16 Add ports 5 @ F3
» HF Card 05 #@16 PORT FlexAP10GLES A @ pe
~ BB card0s 4 PORT EIM10G45
i@ Port 01 LAN SFP+ 10GBASE-SR/LR

Al 0

13 PORT 10/100/1000 ASM XMV12X

3 PORT 10GE LSM XM3

HY Card 03 4 PORT 10/100/1000 STXS4-256M8

HY Card 10 2 PORT ATM/FOS 622 Multi-Rate-256MB

----
%
)
E
2

] il | »

QK Cancel Help

Figure 35. Impairment Port Selection

Optionally, rename the ImpairNet ports just like any other test ports for easy reference
throughout the IxNetwork application.
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Test Case: Impairment Testing - Drop and Delay CCM Messages

20. Click the Impairments icon on the Test Configuration pane to switch to the
Impairments view. Select the Profiles tab.

Click Add Profile to create an impairment profile.

Notes:

a. The exclamation mark on the Apply Impairment icon indicates that the previous
impairment profile changes are not applied to the hardware.

b. By default, there are two profiles created — Default Profile and Impairment Profile 1.
For the purpose of this test, Profile 1 is not used, so it stays disabled.

@& S+ ¥ O O
"_\jlv _"\Elr Dn_a\lft-’— Raise Lawyer Copy Pasie
Al A e Wt D =
Impa#r?’uént:- =ro'|Fe Profile Priority Pricrity Claaafﬁer Classifier
Apply Edit Impairments
] < s Impairments
n[||] Owverview f}
Diagrarm Profiles | Links
- DF'OI"CS Enabled Prafile Mame Priority = | Rate Lt Dielary
B Chassis [: v Trnpiir CCM 1 disatled disabled
z W Impairment Profile 1 z disabled disabled
- B Protocols 3 v Default Prafile lowwest disabled disabled
. {-E-} Protocol Interfaces
b (D Static
y o Traffic

/, Impairments Delay Packet Actions | Modfy | Al | 1)

Figure 36. Impairments view

Optionally, click the Profile Name grid to change the name of the impairment profile. The profile
has been named Impair CCM here.

Note: Each profile has a checkbox to enable or disable the profile. You cannot disable
the impairment profile Default Profile.

Optionally, you can create impairment profile for the Ethernet/Service Traffic. Switch to
the L2-3 Flow Groups view. Select the traffic flow group, right click, and select Create
Impairment Profile from list.
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Test Case: Impairment Testing - Drop and Delay CCM Messages

Test Configuration « | € {a} oG Traffic Configuration  [>< 12-3 Flow Groups

olly Qverview Transmit State | Suspend Tx Park R Parts

v 3 @ Teaffic Item Name: Ethernet Service Traffic  T: Mode: Interleays
- @ Forts Ty ) E B
ﬁ!ﬁ Chassis Convert bo Raw

. ® Protocols Traffic Ikem properties, ..

b 3 Protocol Interfaces Flow Group propetties...

b {l} CFM/Y.1731/PES-TE . .

9 @ Static Create Impairment Profile
- = Traffic Configuration 2

=

p oo L2-3 Traffic Ttems
|:,<; L2-3 Flow Groups

7 Impairments

Figure 37. Create Impairment Profile from Traffic

Creating impairment profile directly from the traffic flow group has the advantage that all
the L2-3 traffic classifiers are automatically added to the traffic classifier for this profile.
This saves time and effort spent on creating Classifiers.

Note: After creating the profile, the view automatically switches to Impairments view.

Click the classifier grid of the Impair CCM profile. The classifier pattern value has
hexadecimal format, and is aligned to an octet boundary. The unused bits in the value
are ignored using ‘don’t care bits’ in the mask.

Click the Add/Edit icon to open the Packet Templates Manager. Add the Ethernet ->
VLAN -> CFM protocol layers and select CFM Op Code. Set the Op code value to 01
and mask to FF in the Packet Classifier.

Note: The offset and field-size values are already set when you select the field from
Packet Templates Manager. Select the classifier.
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P Links Classifier
all links all packets =]
— Packet Classifier # Matchers Used: 1/8
| & nad | §@ Delete | =] Edit|
Enabled Pattern Mame Cffset Walue Mask Field Size (bits) -
| i CFM.Op, Code 19 01 FF 3
=]

|'n-r'u Packet Templates Manager

Packet Templates @ %

P4 Packet
IPv6 Packet
IPw4_IPvwE Packet

IPv4 Packet

AddfRemove Protocol Lavers &8 36 | @& @
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Figure 38.
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Test Case: Impairment Testing - Drop and Delay CCM Messages

22. Click the Links grid of the Impair CCM profile. These links denote traffic direction inside
impairment module. Select the links so that the impaired traffic passes through the DUT.

I Links | Classifier

|ID.ZDD. 134.42;6;3- =4 | - IF‘attern{\-‘aIue=Dl , Offset=19)

all Links Selected Lirk.
| DR e e | vi [ ] |10.200.134.42i6;3-24
10,200,134, 42;6;4-=3

(a4 Cancel

Figure 39. Impairment Link Selection

23. Select the Delay tab, to apply delay and jitter impairments in Impairments -> Profiles
tab. Select the impairment profile and right click on Delay grid. Select the Enabled
checkbox and enter delay as 300 microseconds.

< . O [Timwmers]

Ciagrarn | Profiles | Links

Enabled Profile Mame Priority = Delay Delay Variation | Cuskom Delay
jf ] o |Impair ZiCM |1 disabled = | disabled disabled
2 J Irnpairment Profile 1 2 | Enabled)
3 v Default Profile lowesk ] -
Delay: I 300,000 | |microseconds |+ |

Delay received packets before forwarding them.

Summary | Delay | Packet Actions | Modify | Al E ok Cancel

Figure 40. Delay Impairment Configuration
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Test Case: Impairment Testing - Drop and Delay CCM Messages

24. Select the impairment profile and right click on Delay Variation grid. Select the Enabled
checkbox and select Gaussian delay variation. Enter the value of Standard Deviation as
50 microseconds.

| Delay Wariation | Cuskam

Gaussian (standard deviation 50 us) u disabled

Enabled

() Uniform Standard deviation: microseconds |

() Exponential

-Std dew 0 +5tddew

OF Cancel

Figure 41. Jitter Impairment Configuration

25. Click the Apply Impairment icon, in the Configuration ribbon, to apply the impairment
profile in the hardware. Only Enabled profiles are applied to the hardware. If applying
impairment profile changes is successful, the exclamation mark on the Apply

Impairment icon disappears.
I
'-.\ J p—
'\u

HAD

Impa frmen Impalrmen

Figure 42. Apply Impairment Icon Change

Note: If the impairment profile contains configuration errors, the exclamation mark
remains, and an error notification window appears. For further troubleshooting, follow the
instructions in the Troubleshooting Tips section.
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Test Case: Impairment Testing - Drop and Delay CCM Messages

26. Select Impairment Profile Statistics and click the Delay tab.

J Impairment Statistics | CFM Aggregated Statistics Impairment Link Statistics | Impairment Profile Statistics |
Skat Marmne Packet Delay Mininum |Packet Delay Maxinum |F‘acket Delay fwverage |Packet Delay Std Dev |
P o1 Default Profile
2 |Impair CCM 152,240 458,580 325,135 46,055
3 |Impairment Profile 1 30,000 30,020 30,000 z

all | Bit Errar Dropped | Duplicate | FCS | Forwarding | Rate Linit | Res b

Figure 43. Delay Impairment Profile Statistics

Note: Two profiles show delay statistics, Impair CCM Impairment profile, and Impairment
Profile 1. Impairment Profilel shows an intrinsic delay of 30 us.

As per delay variation configuration, delay is expected in the range from ~150 us to ~450
us and is achieved in this setup. However, the amount of delay applied, varies with the
spacing between packets and the amount of traffic flowing through the ImpairNet
module.

27. Select Impairment Link Statistics tab in the Impairment Statistics view, and select
Delay tab, to check the packet delayl/jitter statistics for impairment links.

Note: Unlike impairment profile statistics, impairment link statistics show delay statistics
for all packets passing through the links; therefore, Link statistics values vary from the
Profile statistics values.

J Impairment Statistics | CFM Aggregated Statistics | Impairment Link Statistics | Impairment Profile Statistics Impairment Pr
Stat Mame Packet Dielay Minimum |Packet Dielay Maximum |Packet Delay fwerage |Packet Delay Std Dew
Fo 10,200,134,42;6; 3 »4 158,900 458,580 324,631 46,861
2 | 10.200,1354.42;6,4- 53 30,000 30,020 30,000 z

&l | Bit Error | Delay | Oropped | Duplicate | FCS | Forwarding | Rate Limit | Rer . )

Figure 44. Delay Impairment Link Statistics
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Test Case: Impairment Testing - Drop and Delay CCM Messages

28. Right-click the Drop grid of Impair CCM impairment profile, to apply drop impairment.
Select the Enabled checkbox and set the drop percentage to 50%.

Crop Links Classifier
S0%% - | 10,200,134, 42;6;3- =4 Pakbernvalue=01 , Offset=19)
Enabled all packets
all packets
P k£ F keks to d g 50,000
ercentage of packets to drop SE
Murmber of packets ko drop ak a kirnme: 1

Drop packets, 2 at a time

G

Time

[a)4 Cancel

Figure 45. Drop Impairment Configuration

29. The Apply Impairment icon shows an exclamation mark as the latest impairment profile

changes are not yet applied to hardware. Click the Apply Impairment icon to apply the
impairment profile changes.

Note: The impairment profile changes are applied without disrupting the traffic flowing
through the ImpairNet module.

30. Select Impairment Profile Statistics tab and click the Dropped tab.

J Impairment Statistics | CFM Aggreagated Statistics Impairment Link Statistics | Impairment Profile Statistics
Skak Marme | Dropped Frames |Dru:||:||:|ed Frame Rate |Dru:||:||:|ed Eivtes |Dropped Bit FLate |
1 |Default Profile i} 0 1] ]
vz | Trnpiair CCH| 39,933 1,661 3,873,501 1,758, 336
3 |Impairment Profile 1 a 0 i i

&ll | Bit Error | Delay | Cropped | Duplicabe | FCS | Forwarding | Rake Limit | Ren o )

Figure 46. Drop Impairment Profile Statistics
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Test Case: Impairment Testing - Drop and Delay CCM Messages

31. Select Impairment Link Statistics tab in the Impairment Statistics view and select
Dropped tab, to check the dropped packet statistics for each link direction of the Impair
CCM Impairment profile.

| Impairment Statistics | CFM Aggregated Statistics | Impairment Link Statistics | Impairment Profile Statistics
Skat Mame Dropped Frames |Dropped Frame Rate |Dropped Evtes Dropped Bit Rate
v 10,200.1534.42;6;3- =4 | 1,354,122 1,663 100,656,534 1,290,488
2 10,200,134, 42;6;4->3 1] 1] 1] 1]

All | Bit Errar | Delay | Dropped | Duplicate | FCS | Forwarding | Rate Limie | Re .-

Figure 47. Drop Impairment Link Statistics

Ensure that the packets are dropped as per the configured rate.

Test Variables

You can use each of the following variables in separate test cases. These variables use the test
case detailed above as a baseline, modifying a few parameters in the same Impairments view.
You can create various scalability tests to utilize the DUT operating completely in presence of
actual world network impairments.

Performance Variable Description ‘

Create multiple profiles | You can create up to 32 bidirectional, or 64 unidirectional impairment
profiles per impairment port pair.

Add multiple classifiers | You can add multiple classifiers in a single impairment profile.

Use Copy Classifier and Paste Classifier commands in the Impairments
Configuration tab to copy and paste the Classifiers across impairment
profiles. You can add a maximum of 16 classifiers for each link direction.

Apply impairments in You can select to impair one or both the links.
both link directions
Increase Delay Introduce delay to a maximum of 6s for every impairment profile on 1G

impairment module, and to a maximum of 600 ms for every impairment
profile on 10G impairment module.

Select among different Introduce delay in us, ms, or km. 1 km of WAN Link causes a delay of 5
kinds of delay units us.

Apply different delay You can apply uniform, exponential, and customized delay variations.

variations

Apply different drop Apply drop rates from 0-100% in clusters, to a maximum of 65535 packets.

rates

Apply different packet | Apply, reorder, and duplicate BER impairments in addition to drop

Impairments impairments. Reorder and duplicate impairments are present in the Packet
Actions tab.

Apply BER impairment | Apply BER impairment in the Other tab. Optionally, select to correct L2
FCS error, or, drop the packet with L2 FCS errors in the Checksum grid.
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Test Case: Impairment Testing - Drop and Delay CCM Messages

Results Analysis

This test proved that you can successfully emulate WAN Link conditions such as delayi, jitter,
and drop. Also, you can select CCM messages to impair.

In this test only CCM messages were impaired. Similarly, you can also impair other OAM
messages like LMM, LMR, DMM, DMR, 1DM and 1DR to completely test the delay and loss
measurements reported by the network device.

Troubleshooting Tips
Issue Troubleshooting Solution ‘
Impairment profiles are | Ensure that the Apply Impairments icon does not have any error. Make

enabled but impairment | sure that traffic is flowing through the module and the drop rate is not set
statistics are not updated. {5 100%.

No traffic is flowing To ensure that traffic flows through the impairment modules:
through the impairment
links. e Disable all the impairment profiles except the default profile.

e Apply Impairments and check that Rx/Tx Frames statistics for the
impairment link corresponds to the traffic.

¢ Verify that both the links for the impairment port pair are forwarding,
that is, the checkboxes for Interrupt Forwarding are cleared.

An error window appears, To overcome this error:
on clicking Apply

Impairments. e Ensure that there is no impairment profile configuration error.
¢ Make sure that the impairments are applied with in the configuration
limits.

o Check ImpairNet module specifications for the configuration limits.

Traffic is not impaired To overcome this error:
though the Apply
Impairment icon is not e Ensure that the classifier value, mask, and offset are set correctly.

showing any error. e Make sure that a profile with generic classifier does not have a lower
priority than that of the desired impairment profile.

o Verify that you have selected the Enabled check box for the
configured impairments.

Conclusions

This test verified that the device or system under test is reporting loss and delay statistics
accurately and these statistics match that of Impairment load module.
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Test Case: Impairment Testing of Layer 2 MPLS VPN

Test Case: Impairment Testing of Layer 2 MPLS VPN

Overview

WAN networks typically suffer from network conditions such as drop, delay, and jitter because
of slow WAN links. It is important for service providers to measure the VPN service performance
when their network uses WAN links. Impairment modules emulate WAN link impairment
conditions by introducing drop, delay, and jitter in the traffic, thus providing a solution for
impairment testing. Ixia’s Impairment solution also allows impairing traffic in each direction
independently, emulating the asymmetric WAN link configuration.

This test case simulates real world network impairments, thereby adding another dimension to
the Layer 2 MPLS VPN performance testing. Service providers can observe the impact of
network impairments on VPN services and roll out their revenue-generating network accordingly
to meet the SLA agreements. The PE Router being the key component in the provider network,
the focus of this test is to impair the traffic on PE router ingress, and provide impairment
measurements.

Objective

The objective of this test is to introduce drop, delay, and jitter in the traffic flowing from the Ixia
emulated Service Provider Network to DUT PE. The traffic is classified for impairments, based
on outer and inner MPLS Labels.

Impairment module can be inserted in any link where impairment is needed. The steps used in
this test case can be applied equally well for Layer 3 VPN, multicast VPN, and NG multicast
VPN.

At the end of this test, other test variables are discussed that provide many more performance
test cases.
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Test Case: Impairment Testing of Layer 2 MPLS VPN

Setup

The test setup requires:
e aDUT acting as a PE router,
e a pair of Ixia impairment ports, and
o four Ixia test ports

This test topology follows the topology of Layer2 MPLS VPN, which means, one Ixia Test port
emulates the CE routers and the other three ports emulate the entire service provider network.
A pair of Impairment ports is connected to emulated service provider network on one side and to
the DUT PE on the other. The lightning icon denotes impaired traffic on the link.

Ixia Port 2
VPNI-CEZ
PE1 NS¢ 0 MAC
o111 G o™
Impairment : @: -
Testing: L2 23.10.10.x @' VPNZ-CE2
. PE2
MPLS VPN . 9.1.1.2 veni-ces
: 10 MACs
P e
& 10 MACs.
VPNZ-CED
Ixia Port 1
VPNL-CEd
PE3 o 10 MACS
VPN1-CE1 A T 9.1.1.3 _|
Loopback |mpa"—Net ] @/J@‘_\
10 MACS VLN 101 20.20.20.1 - ; [ a i =
’ . ” P2 o v:‘Nxz-tu
1 s PE4
*% . 9.1.1.4 VPNI-CES
“VLAN 102 C 10 MACs
VPN1
VPN2-CE1 10 MACs
VPNZ-CES
P
“5¢ 10 MACSs
9.1.1.5 ﬁs—
2 Customers/VPNs P @./_33_ 10 MACs
7 sites each ® VPNZ-CE6
70 MACs each
23.10.12.% ., PE6
\, 9.1.1.6 VPNI-CE7
¢ 10 MACs
VPN1
I 10 MACs.
VPN2-CE7
Ixia Port 4

Figure 48. Impairment testing - Ixia emulated layer 2 MPLS VPN network
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Test Case: Impairment Testing of Layer 2 MPLS VPN

Step-by-step Instructions

These instructions create a Layer2 VPN — VPLS performance test for the topology shown in

figure above. Then these instructions create Delay, Jitter, Drop, and Rate Limit Impairment tests

of the Layer2 MPLS VPN topology. You may also use these steps as a guide to build other

Impairment test scenarios.

1. Reserve four ports in IXNetwork.

|A-N Port Selection B
Chassis

+|x|=3

Chassis/Card/Port f_\| Type |ﬂ Chassisfard/Part
(3 Part 07 10/100/1000 Base T £10,200,134.45:01114
(B Pork 08 10410041000 Base T @ Pz 10,200,134.45:01: 16
- (0 Port 09 10/100/1000 Base T @ P3 10.200,134.45:01:13
-1 Port 10 10/10041000 Base T @ P4 10,200,134,45:01:15
- i Pork 11 10/100/1000 Base T

Cancel | Help |

Figure 49.

Port reservation

2. Rename the ports for easier use throughout the IxNetwork application.

.Fo

Manager

Ports o [ X ﬂ Commest & | Release Al ‘

3. Inthe IxNetwork application, click Protocol Wizards.

Iﬁl IxMetwork [default_jjohnstonb.ixncig]

Eile Wiew Tools Settings

Help

= : =] %, Protocals Wizards

Test Configuration
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& & @

.Fo

Manager

Figure 51. Protocol wizards
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1 Ethernet

2 & |Ethernet

3 @ |Ethernet  |P3 {|10.200.134.45:00:13

4 @ |Ethernet | P4 || 10.200.134.45:01:15
Figure 50. Port naming
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Test Case: Impairment Testing of Layer 2 MPLS VPN

4. Run the L2 VPN/VPLS protocol wizard.

\:-h'l Protocols Wizards X]
Select a ‘Wizard I Fiun Wizard I
g f

=3

=1 AR
RSYP-TE
B} BPE

1515vd/vE
BGP/BGP+
B Multicast
B Multicast VPN
B sTP

METP
B CRMATITI vC
B LaCP DUT Leopback IP Addr.
B PBE-TE
=[] Auth/bcoese Hosts LY
Bl PPPa w/ ANCP s =
- B) DHCP Client v/ AN, ve ' |
B IP w HCP
B L2TP w/ RADIUS

Ixia Port Ixia Port

1.2 2.203E
PE

110052 | 0P Extendéd-Marti
PE LOF ek

03020124/
20.20.20.324

wC
#FEse 1 @VCy/PEa 1
#CE Ports = 11 Whrovider Park = )

# Connected Interfoce

[/ I T

Figure 52. L2 VPN wizard

Note: The Wizard supports both L2 VPN — PWE and L2 VPN — VPLS. In brief, L2 VPN
— PWE runs point-to-point virtual circuits across the MPLS core, and L2 VPN — VPLS
supports use of MPLS as an effective layer 2 switch for point-to-multipoint.

Note: The figure above represents a typical test case for testing a PE router in an L2
VPN network.

5. Configure P1 to emulate the CE (left) side of the topology, and P2, P3, and P4 the SP
(right) side of the topology, then click Next.

LZ ¥PN/¥PLS Wizard - Port Select - 3P, 6PE, 14CE, 2¥PN (T sites each), 140 MACs {70 per ¥PN)

Ixia Port Ixia Port
FRERT:
L25ie PE L25ite
DUT Leophack IP Addr. -
.
02020152 ppips
L2 Site LOP L2 Site
[ | OsPF
=l 2340101724/ L25ite
23.100.10.2/24 :
L2 Site L2 5ite
#FEs = 2 #12 Siles/FE < 4

Im:EPons- 1| IlPrw»danom-gI
* Connecied Inferfoce

Select Portfz] for Wizard Configuration

Customer | Prowicer
Side

H| [P1 - 10M004000 Base T
[PQ -10M00M 000 Base T
[PS - 10M00M000 Base T

[F‘4 - 10004000 Baze T
|

Part Description

[}
ale
117g

| a | b =
R |

Figure 53. L2 VPN Wizard Screenl of 6
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Test Case: Impairment Testing of Layer 2 MPLS VPN

Note: The configuration in the screen above updates the number of customer-side ports
as well as the number of provider-side ports.

Performance test variable: Increase the number of customer and provider ports to test
the DUT’s (PE’s) ability to scale at a port level. In a real-world network, there are more
customer ports than provider ports.

6. This window (depicted in the image below) configures P2, P3, and P4 with emulations of
one or more P routers. These ports are configured to talk directly to the DUT (PE) router.

a.
b.

C.

a.

f.

Keep the default of 1 P router. This is a per-port setting.

Configure a starting subnet between the Ixia P router and the Ixia PE routers.
Any subnet will work. In this case use 11.1.1.0/24.

Configure the IGP Protocol and MPLS Protocol running in the SP core.

= In this test use the defaults of OSPF and LDP, respectively.

Configure the L2 VPN Signaling Protocol running in the SP core.

= In this test use MP-iBGP.

Configure the Ixia P Router IP address on P2 and the DUT IP Address

» |nthis test they are 23.10.10.2/24 and 23.10.10.1/24, respectively
Configure the Increment per port option to support P3 and P4 IP addresses.
* Inthistestitis 0.0.1.0.

Click Next.

Optionally:
Disable (clear) Enable P Routers. In this case, Ixia ports(s) would then only emulate
PE routers (that is, no P router emulation), and test the DUT in a PE-to-PE scenario.
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Test Case: Impairment Testing of Layer 2 MPLS VPN

Performance test variables:

e Increase the number of Emulated P Routers to test the DUT’s ability to

peer with many P routers, all running an IGP/MPLS protocol.
e Select the Enable VLAN checkbox (not shown) to run these protocols over
VLANS. Enter the first VLAN ID and choose to increment.

L2 ¥PN/YPLS Wizard - DUT - L2¥YPN - PWE - 2

Ixia Port Ixia Port
22214432
VC BE vC
DUT Loopback IP Addr. "S§< .
99 99 89 11 = >
v PE MLI;'P iBS I’E = Ve
e
we n312024 S
M.3.13.2/24 =
NC VT
#FEr= 3 BVCeFE= I
o crvichar =
R e Gl b # Connected Inferfoce
[ puT - F'I
—1 " Enable VLA&N
WLAN D 100 Increment By |1
™| Bepeat VILAH Across Parts ¥ Wee 5 ame VLA for &l Emulated Fiouters

—w Enable P Routers

MNumber of P Routers

qi

Note: The window above updates with the configured protocols/IP addresses.
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Starting Subnet Between P and PE 11.1.1.0/24

IGP Pratocal [ES | Optional 1518
MPLS Pratocal {LoP _+| Optional RSVP
L2 WPH Signaling Pratocol |Mp.ia|3p ~| Optional LDP-Ext.

P Router [P &ddress 203132524

DUT IP Address 2003131

Inerement Per R outer Increment Per Port

|u.1.u.u | 0.0.1.0 |

™ Continuous Increment &cross Ports

Figure 54. L2 VPN wizard screen 2 of 6
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Test Case: Impairment Testing of Layer 2 MPLS VPN

7. This window (depicted in the image below) configures P2, P3, and P4 with emulations of
one or more PE routers that work directly behind the emulated P router(s).

a. Configure the Number of PE Routers Connected to the P Router. This
configuration is a per-port setting.
* Inthis testitis 2 PEs (per P).
b. Configure Emulated PE Loopback Address (and its incrementing function for the
additional PEs).
* Inthistestitis 9.1.1.1 (the second to sixth gets 9.1.1.2 — 9.1.1.6)
c. Configure DUT Loopback IP Address.
= Inthis testitis 20.20.20.1.
d. Click Next.

Performance test variable:
Increase the number of PE routers per P router. This action tests the DUT’s ability to
peer with many PE routers with potentially many VPNs/VCs.

LZ ¥PMN/¥PLS Wizard - PE Router - 3P, 6PE, 14CE, 2¥PN (7 sites each), 140 MACs {70 per ¥PN)

Ixia Port Ixia Port
9111058
L2 Sk PE L2 Site
DUT Loopback IP Addr. f@ AT
-
02020172 pabipcr
12 Site P liahy s [ s
i oser & >% : o
H___,_,..-—"'""_'- w ; 1 -
125ite " L L
2340101524 ¢ ==
23.10.10 2424 ) :
L2 5 Rh"‘* 12 Site
I #FEs= 2 I#l2 Siles,FE = 4
HCE Parts = 1 #Provider Parts = 3
& Connected Interfoce
- PE Router(=]

Mumber of PE Routers Connected to the P Router

1

A5 Mumber 0
Emulated PE Loopback Address Increment Addrezs By
|E|.1.1.1H32 |n_n_n_1

DUT Loopback [P Address Increment Address By
|2n.2n.2n.1 /32 |u.n.n.u

Figure 55. L2 VPN wizard screen 3 of 6
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Test Case: Impairment Testing of Layer 2 MPLS VPN

8. This window (depicted in the image below) configures the BGP VPLS VPNs for all
provider side ports in the test.

a. Configure the VPN Traffic ID Prefix.
= For most L2 VPN test cases use L2VPN.

b. Configure the Route Target for the first VPN/VRF. In most test cases this is a
combination of the AS # and a unique identifier. The Route Distinguisher is the
same.

= Inthistestitis 151:1. The second VPN uses 151:2.

c. Configure the Number of VPNs per PE Router. This configuration partially
determines the number of customers/VPNSs that are used in the test. This number
also determines the number of CE routers used in Step 9.

* Inthistestitis 2.
d. Configure the DUT Side — Start L2 Site ID and the Ixia Side - Start L2 Site ID.
Ensure that the site ID is unique for each circuit within a given VPN.
» |nthis test they are 101 and 201, respectively
= |Incrementhby 1
e. Change the Label Block Offset and Block Offset Step to 1 and 0 respectively.
f. Click Next.

Performance test variable:

Increase the Number of VPNs per PE Router. This action tests the DUT’s maximum
ability for number of VPNSs.
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Test Case: Impairment Testing of Layer 2 MPLS VPN

Troubleshooting tip:
Make sure the site IDs and label block values are consistent with the DUT'’s.

L2 ¥PM/¥PLS Wizard - L2 Site - 3P, 6PE, 14CE, 2¥PN (7 sites each), 140 MACs {70 per ¥PN)

Total Mumnber of Emulated L2 Sites |4

T

lxia Port Ixia Port
a1.1.1542
L2 5ie PE L2 5ite
DUT Loepbadk IP Addr. .
-
20.20.20.1/32 r
125ite WP B0 L25ite
O5PF
: _'_._,_,_»-""'"—F W § E
L25ite 2300124 ¢ L2 Site
231010 224 .
L25ibe L2 Site
#Ez= 2 #L2 Sies/FE= 4
¥CE Parts = 1 HFrovidar Parts = 3
& Connected Inferfoce
HBGP WPLS Instances [WFH]
WPMz Tratfic D Mame Prefix LAPM ™ &uto Prefi
Route Distinguisher (151:1] Step I[DZ'I] ¥ Usze Route Target
Route T arget [151:1] step [(07)
Mumber of ¥PMz Per PE Router

[~ Fiepeat Site [D's Per VPR

Label Blocks Per Site |1

—DUT Side

Start L2 Site 1D 1m Incremnent Site 10 Per WPH ||'I |
— lxia Side

Start L2 Site 1D 2M Increment Site 1D Per Site I1

Increment Site [Ds PervPM (100

— Per Label Block

Label Start Y alue 16

Mumber of Labelz

A1 |

1.000

Label Block Dffzet

1

Block Offset Step

Warning : Care must be taken to ensure label block parameters and L2 zite |0z are compatible with

9. This window (depicted in the image below) configures the number of MACs used per

thoze of DUT's

Figure 56.

L2 VPN wizard screen 4 of 6

VPLS VPN and the VLAN ID for the CE side.

a. Configure the Number of MAC addresses per VPLS instance. By default, 50% of

the MACs go on P1 and P2; and 50% on P3 and P4 (this is configurable in

Distribute MAC Address).
» |nthis test case it is 20. 10 MACs are used per VPN site (70 MACs per VPN
total).
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Test Case: Impairment Testing of Layer 2 MPLS VPN

b. Enter the First VLAN ID for the first VPN on P1.
= |nthis testitis 101.
= The second VC on P1 uses VLAN 102.
c. Click Next.

Performance test variable:

Increase the number of MACs per VPLS Instance. Unlike PWE, the DUT using VPLS
needs to maintain unique MAC tables for each VPN so it can switch the packets to
the appropriate site. Therefore, increasing the number of MACs stresses the DUT’s
ability to handle many MAC addresses on each VPN.

L2 ¥PN,/¥PLS Wizard - Ethernet/¥LAN - 3P, GPE, 14CE, 2¥PN {7 sites each}, 140 MACs {70 per ... [E4

Ixia Port Ixia Port
9.1.1.1.32
L2 Sire PE e
DUT Loopback IF Addr. =
-
HWII0IGT  pRiBGH
L2 Site PE LOp B
. I O5PF
2l 23 15 10,1424 L2 Site
2310102724 :
L2 Site e
#FEs = 2 #12 Siles/FE = 4
WCE Porks = { WFrovidar Parks = 3
& Connected Interfoce
- MACATLAN

Murnber of MAL addreszes per WPLS instance |2Ij

Starting PE MALC Addiess IEID 0on0ot oo
Starting CE MAC Address IEID Q00001 0078
Distribute MAC Address Custamer % |50 Provider % |5':I

First WLAN 1D 1M WLAMN Step Size I'I

Figure 57. L2 VPN Wizard Screen 5 of 6

Note: The MAC addresses are assigned sequentially across all ports in the test. The
VLAN IDs have a Step function as shown above.

PN 915-2633-01 Rev C October 2013 48



Test Case: Impairment Testing of Layer 2 MPLS VPN

10. This window (depicted in the image below) configures the name of the wizard run and
the action to take with this run of the wizard.

a. Use a descriptive name for the wizard.
= |nthis test use 3P, 6PE, 14CE, 2VPN (7 sites each), 140 MACs (70 per
VPN).
b. Specify what to do with the finished wizard configuration.
» |n this test select Generate and Overwrite All Protocol Configurations.
This action overwrites all previous configurations.
L2 ¥PN/¥PLS Wizard - 3P, 6PE, 14CE, 2¥PN(7 sites each), 140MACs (70 per ¥PN)

Ixia Port Ixia Port
9.1.1.11032
L2 Zite PE L2 Site
DUT Loopback IP Addr. .
-
2020201732 pAPLiRGE
L2 Sibe PE LOF L2 Site
| ' Os5PF
125ite A L2 Site
23.10.10.2/24 s
L2 Sire L2 Site
#FEs= 2 #L2 Siles,/FE= 4
HCE Forts = WFrowidar Ports = 3

# Connecled Interfoce

ISF', BPE. TACE. 2¥PNI7 sites each). T40MACs [¥0 per VF‘N]I

™ Save ‘Wizard Config, Eut Do Mot Generate on Ports
" Generate and &ppend to E xisting Configuration

" Generate and Ovensrite Existing Configuration

% enerate and Dvensrite A1 Protocol Configurations
[ARMIMG : Thiz will clear the interface configurations alzo]

Figure 58. L2 VPN Wizard Screen 6 of 6
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a. Click Close to finish the wizard configuration.

b. Optionally, when using saved wizard templates, you may:
» Reuvisit the same wizard to view and/or modify.
= Save new or modified wizards with a new name (or overwrite).
= Create a library of templates for use in different tests.
= Highlight each template and preview the configuration in the topology below.

- -
ixN Protocols Wizards ]

Select a'wizard  Run'wizard |

2] Routing/Switching
----- L2 WPNAPLS
----- L3 WPN/EVPE
----- RSWP-TE

..... OSPFv3

..... 515w E

..... BGP/BGP+

----- Multic-ast

..... Multicast VPH

..... STP

..... MSTP

..... CFMAT1731

_____ LACP

..... PBE-TE

B[00 Authdbccess Hosts
..... PPPai w/ ANCP
..... DHCF Client w AN,
..... IP w/ AMCP

..... L2TF w/ RADIUS

4] | ¥

11. This window (depicted in the image below) shows the saved wizard template.

Ixia Port

L25ike

L2 Site

L25ite

L2 5ire

WCE Ports = 1

Ixia Port

DUT Loopback IP Addr.
202020 1532 papeipG

230010 1724/
231010 2124

9111032

#FEs = 2 #12 Siles/FE = 4

PE L2 Site

WFrovidar Parts = 3

* Connected [ntertoce

oo ]| b |

Figure 59.
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Test Case: Impairment Testing of Layer 2 MPLS VPN

12. In the Test Configuraton pane, click Routing/Switching/Interfaces, and BGP/BGP+
protocol. Note how the wizard incremented the fields and check that the settings function
with the DUT configuration. For example:

a. On P2, P3, P4, view the Local IP (also known as, the Ixia PE) and make sure the
DUT configuration is peering with these addresses.

c. On P2, P3, P4, see the Site IDs and Route Distinguisher/Target and check that
the DUT is configured the same.

d. If necessary, manually change the configuration in the protocol table/grid as
required. Another option is to highlight columns and right-click to customize with
Same or Fill Increment options.

ﬁi IxNetwork [L2-¥PLS-booklet-final.ixncfg]

File Wiew Tools 3Settings Help

iy & E] | "% Protocols Wizards 5 @l

] E] : B iz-taTaific B Application Traffic >k B

1 [Routing/Sw Ce

ki
Test Configuration . .
Diagram I Fors IPVB FPeers I RouteRanges ] MPLS RouteRanges I YRFs ] YPH RouteRanges I L2 Sil
E 1. Park Manager .
4 W X EE
Mumber of Enahble 4 Brvted
Port Enable Type Local IP Nelghiars DUT IP e i Local A5#

. 1 P2 v Irternal 9111 1 20.20.20.1 C 20
-] Pratocol Inietfaces = ) v Internal 91132 1 2020201 - 20
=00 Routing/Swilching Protacols 3 F3 v Internal 9113 1| anz0z04 - 30

BEL 4 ¥ internal RRK] T 0204 r 20
5 Pa d Irternal 9115 1 2020201 'l 20

unning 3 v Internal 9116 1 20.20201 l 20

2 P3Running

£ P4 FRunning |

Diagrarm I Potts I |Pvd Peers I IPv6 Peers I RouteRanges I MPLS RouteRanges ] YRFs IVF‘N RouteRanges L2 Sites lLabeI Block List I M

To change number of L2 Sites, select '|Pw4/1PvE Peers' tab, and enter number in 'Mo. of L2 Sites' field

" . Target IP Target AS Target Distinguizh | Distinguizh | Distinguizh | Number of 5
HEE e e Sl Target Type Adgress Nugmber Asslggned Ty?:ne AS NEmber Asslgned Lakel Blocks D EHap(E]
1 9111 -(F2) v 2m AT 0.0.0.0 131 1 A5 151 1 1] L2%PH - 00000
2 rd jeln)) AT 0.0.0.0 151 2 AT 151 2 1) L2WPM - 00001
3 9112-(P2) [ 202 AL 0.0.0.0 151 1 AL 151 1 1) L2VP - 00000
4 v a0z AT 0.0.0.0 131 2 AT 151 2 1) L2%PH - 00001
S 9.11.3-(P3) [ 203 A% 0.00.0 151 1 A 151 1 1) L2%PH - 00000
5] [V 303 AT 0.0.0.0 131 2 AT 151 2 1) L2%PH - 00001
7 9.1.1.4-(P3) rd 204 AZ 0.0.0.0 151 1 AT 151 1 1) L2WPM - 00000
=1 [ 304 AL 0.0.0.0 151 2 AL 151 2 1) L2WPH - 00001
gl 91.1.5-(P4) v 203 AT 0.0.0.0 131 1 AT 151 1 1] L2%Ph - 00000
10 rd 305 AT 0.0.0.0 151 2 AT 151 2 1] L2VPM - 00001
11 91.16-(P4) [ 206 AT 0.0.0.0 131 1 A5 151 1 1] L2%PH - 00000
12 v 306 AS 0.0.0.0 151 2 A 151 2 1) L2WPM - 00001

Figure 60. Protocol configuration window

13. Click Statistics at the bottom left and click the Start all Protocols button on the toolbar.
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14. Click Global Protocol Statistics to view the summary of all protocols running on each
port.
Check whether all of the BGP, OSPF, and LDP sessions are functioning.

Statistics Global Prokocol Statistics

Mame Pl

=HD) Wiews (Takal: 12)
=2 Defaults (Tokal: 12)

ZHT) Ports (Tatal: 4

Stat Name £ J|OSPF Full Nbrs. | BGP Sess. Configured | BGP Sess. Up | LDP Basic Sess. Up

tushar-4006Card03/Portol

tushar-400kfCard03 Port0Z] 1 z b4
=-Rx Frame Rate Sta... |||l ushar-400t/Cardd3/Portnd 1 z 2
[ Part CPU Statistics bushiar-400t/Card0 3 Portod | 1 z z

Figure 61. Global protocol statistics window

Optionally
Click on each of the specific protocol statistics (LDP, OSPF, and BGP) to view statistics
for that protocol (including up/down status as shown in Global Statistics).

Troubleshooting Tip:
If the sessions are not functioning:
¢ Navigate to the Test Configuration window and double check the protocol
configuration against the DUT.
e From the Test Configuration window, turn on Control Plane Capture. Then
start the Analyzer for a real-time sniffer decode between the Ixia port and the
DUT port.
15. After starting the protocols, use the Ixia Learned Routes option to verify that each Ixia

peer is receiving the correct routes/labels for each peer.

a. View the MPLS labels learned by the Ixia BGP peers on P2.

i. Inthe Test Configuration pane, click Learned Routes, and then Refresh button to
see the labels learned by the Ixia peer. In this test case, verify that there are two
BGP-VPLS labels learned from the DUT (PE) to the Ixia PE at 9.1.1.1. Check it
against the DUT.
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Optionally,

of Layer 2 MPLS VPN

b. View the LDP labels learned (these are the outer labels).

c. View the OSPF Routes Learned.

Test Configuration

Rou Ing/awicnngrAmernaces

Test Configuration

B 1. Part Manager VPLS Floutes. 2
B =J 2. Prokocols /
| Routing)Switching/Interfaces ~ Leamed Routes [¥PLS] ,/
L Auth/Access Hosts ) o
-5 Traffic Groups Meighbor Description
- 1 9111 Rt 1w: 101, Block Offset: 201, Block Size: §, Label Base: 800316,
El[:l BGP/BGP: ;I 2 9141 .1__,.55'.'131:2, Site IC; 102, Block Cffset: 297, Block Size: §, Lakel Base: 500524,

E| : P2 Running

Eﬂ% IPvd Peers
- =TI Intemal - 9.1.1.1-1 il
[ Learned Routes 4

Figure 62. Protocol learned info
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16. After all of the sessions are functioning, build bidirectional traffic from CE-PE, and from
PE-CE. Click the + sign. to launch the Advanced Traffic Wizard.

IxN [xNetwork [L3-¥PN.ixncfg]

File View Protocols L2-L3 Traffic  Tool:
= | #g Protocols Wizards [T

Test Configuration |E| |

Test Configuration

B

----- H 1, Port Manager

Er-_,] 2. Protocols
P ﬁiﬁRnuting,l'Switching,l'InterFaces

e

J authjaccess Hosks{DCE

Options

Add Traffic Ttem with Basic Wizard
I{',:I Add Traffic Ibem with Advanced Wizardl
&} Add Quick Flow Groups

Figure 63. Create traffic

17. First Configure the CE-PE traffic.

Qo0 oo

h.

Name the Traffic Item as CE-PE

Make sure the Traffic Type is Ethernet/VLAN

Change the Traffic Mesh to One-to-One

Pull down the Traffic Group ID Filters and select both of them. Click Apply Filter.

= This configuration filters the Source and Destination trees to only display items
that belong to these customer/VPNs. It is also possible to select only one Traffic
Group ID at a time to see an exact view of all sources/destinations that belong to
that customer’s VPN.

= Even though both Traffic Group ID filters were selected at the same time,
IXNetwork is smart enough to only send traffic to/from sources and destinations
that belong to the same VPN.

Set the source Encapsulation Type to non-MPLS, and the destination to L2VPN.

This action further filters the source/destination tree for CE-PE traffic.

Select the Source — Static Mac VLAN Ranges checkbox.

= This option is a global option to select all of the Static MAC VLANS for the source
ports.

Select the Destination -BGP VPLS MAC Ranges checkbox.

= This option is a global option to select ALL of the LDP MAC VLANSs for the
destination ports.

Click the down arrow to add 2 sources and 12 destinations as a traffic Endpoint Set.

Click Next

Note: It is possible to configure the PE-CE traffic at the same time by selecting the Bi-
Directional checkbox within this window. However, by creating them in separate Traffic
Wizard runs the resources (flows) used will be separately saved, allowing better use of
flow tracking as selected in the Flow Tracking Page of this wizard.
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Note: Make sure to uncheck the Merge Destination Ranges checkbox if the same
routes are used on two or more VPNS in the test.

—— Traffic ltemm ———— — —— Source / Destination Endpoints
Traffic Mame | CE-PE Traffic Group ID Fikers Seiected 2 of 2 ]
T f Traffic |Ethe EIVLAMN [+] 1 — LZ¥PN - 00000
wpe of Traffic etk [] Isource | nan-i... |1|I T @ | IDestinatiDn | BGP-Y... \ill i T
[— Traffic Mesh All Ports =+ all Farts |—\|
i WA WG i I T i — A Filk o
Source/Dest.  |One - one =] BI Static MAC WLAN Ranges ® O] 5GP VPLS MAC Range (AR [ RS I
— EHwl Pz :
|2

Routes/Hosts | One - One || E" BaP
[ B-Directional [=H¥] Ethernet IEI- BGP Peers
MAC = 00:00:00:01:00:0c,YLAN = 1011 B BGP Peer Range - 9.1.1.1
[ Allow Self-Destined H )
- - MAC = 00:00:00:01:00:0d, YLAN = 102/1 I:}- BG&P Neighbor?.1,1,1-20,20.20.1
[CH] wRFs L2 Sikes
— H s
& & I;I WRF, AS L2 Sike:151:1 , Id : 201

s i ] macC Address Range
& s & -[¥] YPLS Mac Range : Mac: D0:00:00:01:00:00 YLAN 1101
i [=H[¥] wRF, A5 Lz Siker151:2 , Id @ 301
[=}H¥] mac address Range

i=r- i=r- WPLS Mac Range @ Mac: 00:00:00:01:00:01 VLAR :102
—— [#H] BGP Peer Range - 9.1.1.2
JEE—— \:_n- P3

=] P4
Murber of hosts per Route 1 —
i) ‘%\ — Endpoint Sets
[ erge Destination Ranges Encapsulation | Source Endpoints | Destination Endpoints | Traffic Groups ‘ L_‘
Uncheck this option ko kest overlapping [=] Name: EndpointSet=3 =
b 1 »| EthernetILvLAN | =

Figure 64. Advanced Traffic wizard screen 1

18. Optionally, use the Packet/QOS window (not shown) to add an IP/TCP or IP/UDP
header, for example.

19. Optionally, use the Flow Group Setup window (not shown) to, separate (in this case,)
VLANSs/VPNSs per port into separate Flow Groups. Each Flow Group uses its own
transmit engine and can have unique content, and its own rate/frame size.

20. Set the Frame Setup and Rate Setup windows (not shown) to the desired settings.
Start with a simple configuration, such as 128 byte frames and 1000 pps rate. You can
modify these two parameters in the Traffic Grid window after completing the wizard.

21. Select the Flow Tracking options for CE-PE traffic.

¢ In this test select Traffic Item, Source/Dest Value (MAC) Pair, and VLAN-ID.
Selecting these options creates a trackable flow for every combination of the
selected items. Each flow provides full statistics (rate, loss, latency, and so on.)
o Click Next.
Note: These options are also available as Drill-down views in the Statistics windows.

In this case, there is an aggregated Traffic Item statistics that shows all of the combined
statistics for every flow within this Traffic Wizard. Then, you can right-click, select the
Traffic Item and drill-down per Src/Dst Value pair and/or VLAN-ID to see the detailed
flow statistics within this traffic Item. This helps immensely in pinpointing trouble areas
without going through pages of flows.

Note: In large-scale tests, it may not be feasible to select multiple checkboxes. Use the
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Resource Bar at the bottom to see how many resources are used or available when you
select each check box. Also use the Validate window to understand the precise number
of resources used.

I_-h‘l Advanced Traffic Wizard [_[O[x]
4 acki -
@ Endpoints Flow Tracking IxN
—— Track Flows by —M@8M8M8M™Mm —
@ Packst | Qo5 I [¥] Traffic Iteml
OE Flow Group Setup L SourcefDest Endpoint Pair
[v] Source/Dest Value Pa\rl
ﬂ Frame Setup Source/Dest Port Pair
[ source Endpoint
@ Rate Setup [C] Dest Endpaint
[ source Port E alue
é Flow Tracking [ Traffic Group 1D 1 H(O
I =] [ Ethernet I1 : Destination MAC Address 2 =Type to add value:=
|:Q Preview [ Ethernet 11 : Source MAC Address
V- i [] Ethernet IT : Ethernet-Type
% Velidate [ Ethernet II : PFC Queue
WLAMN | YLAM Priority =
[¥] wLam VLAN-IDI
IPw4 : Precedence
—— Egress Tracking ———————— — —— Latency Measurements
[ Enable Eqress Tracking ] Enable Latency Measurements
| Greater Than {us) | Less Than or Equal To {us)
P 0.00 1.00
=4 1.00 1.42
3 1.42 2.00
EEEEEEEEE] B toress [ Egress [l Latency Bins ]
1 2 5 4 5 6 7 & 9 10 11 12 15 14 15 16 17 16 19 20 21 22
| Prev | | Mext | | Finish | | Cancel | | Help \

Figure 65. Advanced Traffic wizard screen 6
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22. Optionally, in the Preview window, click the View Flow Group/Packets to view the
exact packets the system can transmit from each Port/Flow Group.

a. Inthis case on P1, Flow Group 1, there are 12 unique packets/flows ready for
transmission. As shown in the Setup topology, 10 MACs from each of the two
VPNs on P1 transmit to the 60 MACs on the same VPN on P2, P3, and P4.

Preview |xh‘

() Currenk Traffic Trem () &ll Teaffic Items || Wiew Flow GroupsPackets |

Flow Groups/Packets

Flow Group | Traffic Ikem | |

[E] Port: P1
CE-PE - Flow Group 0001

‘Packet + Destination MAC Address | Source MAC Address | WLAM Priority | WLAN-ID
00:00:00:01:00:8 0
2 00:00:00:01:00:0b 00:00:00:01:00:83 1] 10z
3 00000071 00 0c 00000001 :00:54 1] 10z
4 00:00:00:01:00:0d 00:00:00:01:00:85 i 10z
5 00:00:00:01:00: 0e 00:00:00:01:00:86 1] 10z
& 00:00:00:01:00:0f 000000010057 1] 10z
7 00:00:00:01:00:10 00:00:00:01:00:53 1] 10z
g 00:00:00:01:00:11 00:00:00:01:00:89 1] 10z
9 000000010012 00:00:00:01:00:8a 1] 10z
10 o0eo0:00:01:00:13 00:00:00:01:00:8b u] 10z
11 00:00:00:01:00:1e 00:00:00:01:00:82 1] 10z
12 00:00:00:01:00:1F 00:00:00:01:00:83 1] 10z
13 00000010020 00000001 :00:54 1] 10z
14 00:00:00:01:00:21 00:00:00:01:00:85 i 10z
15 00:00:00:01:00: 22 00:00:00:01:00: 86 1] 102

Figure 66. Advanced Traffic wizard screen 7

23. Optionally, in the Validate window, click the Validate button to understand the resources
used for the traffic item you are configuring, or all traffic items. Click Finish.

IA-N Advanced Traffic Wizard H=1E3
.l alid: -
@ Endpoints validate IxN
Traffic Item Resource Information ——————— (3) Current Traffic Item () Al Traffic tems || validate ]
Packet | QoS — ———
i) High level view to quickly identify category of errors detected per Traffic Ikem
E}E Flow Group Setup
Traffic Item Configuration Packets Flow Groups Flows
H Frame Setup »
@ Rate Setup
é Flow Tracking
|' | Error | Traffic ... | Flow G, | Part |
Figure 67. Advanced Traffic wizard screen 8
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Troubleshooting Tip:

If errors are generated after finishing the tasks, see the Errors pane at the bottom of the
window. Follow the explanation/steps provided. In this type of test, it is likely that the test port
cannot create the traffic because the DUT has not sent all the information (usually MPLS labels)
on the PE side. Check the protocols and view the Learned information on both the Ixia and DUT
side. To Finish the task, right-click the affected Traffic Item and select Regenerate.

Also, perform Regenerate, if the DUT sends new label information — for example if a topology
change or flapping occurs. The symptom of this occurrence is usually when certain flows are
experiencing 100% loss.

1. Now configure the PE-CE traffic. Click the the + sign again to run the Traffic Wizard.
The configuration steps are exactly similar to CE-PE, but in the reverse order. The
following steps provide a brief description about PE_CE configuration.

Name the Traffic Item as PE-CE
Make sure the Traffic Type is Ethernet/VLAN
Change the Traffic Mesh to One-to-One
Pull down the Traffic Group ID Filters and select both of them. Click Apply
Filter.
Set the source Encapsulation Type to BGP-VPLS, and the destination to non-
MPLS.
f. Select the Source — BGP VPLS MAC VLAN Ranges checkbox.
g. Select the Destination — Static Mac VLAN Ranges checkbox.
h. Click the down arrow sign to add the 12 sources and 2 destinations as traffic
Endpoint Set.
i. Click Next
2. Optionally, use the Packet/QOS window (not depicted) to add an IP/TCP or IP/UDP

header, for example.

anoo

@

3. Optionally, use the Flow Group Setup window (not depicted) to separate the MPLS
labels per port into separate Flow Groups. Each Flow Group is its own transmit engine
and can have unique content, and its own rate/frame size.

4. Setthe Frame Setup and Rate Setup windows (not depicted) to the desired settings.
Start with a simple configuration such as 128 byte frames and 1000 pps rate. You can
modify these two parameters in the Traffic Grid window after completing the wizard.

5. Select the Flow Tracking options for PE-CE traffic (not depicted).

a. For this direction of traffic it is better to choose Traffic Item, Traffic Group ID,
MPLS Label (1), and Source/Dest Value (MAC) Pair.
b. All possible combinations from all options create a track able flow in the statistics,
including rate, loss, and latency.
6. Optionally, in the Preview window, click the View Flow Group/Packets to view the

exact packets that are ready for transmission from each Port/Flow Group.
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In this case on P2, Flow Group 1, there are 40 unique packets/flows that are ready for
transmission. As shown in the Setup topology, 20 MACs from each of the two VPNs will
transmit to the 10 MACs on the same VPN on P1.

5 -
Preview IxN
Flow p: kets (%) Current Traffic Tem () All Traffic Trems Wiew Flow Groups/Packets
‘ ‘ Flow Graup ‘ Traffic Trem | |

Farl
PE-CE - Flow Group 0002 PE-CE
= Port: P4
PE-CE - Flow Group 0003 PE-CE
—acms for flow group: PE-CE - Flow Group 0001
( YLAK-ID | Precedence | Source Address | Destination Addvas‘il
2 00:90:69:5b:58:1F remavePratoccl 300052 000 Routine:
3 00:90:69:5b:58:1F 00:00:81:34:4bi0F  removeProtocol 300052 00:00:00:01:00:54 00:00:00:01:00:0c 102 000 Routine  1.1,1.1 1112
4 00:90:69:5b:58:1F 00:00:81:34:4bi0F  removeProtocol  B00052 00:00:00:01:00:65 00:00:00:01:00:0d 102 000 Routine  1.1,1.1 1112
5 00:90:69;5b:88:1F 00:00:81:34:4b:9F  removeProtocol 800052 00:00:00:01:00:86 00:00,00:0L:00:0e 102 000 Routine  1.1,1.1 1112
[ 00:90:69;5b:88:1F 00:00:81 34:4b:9F  removeProtocol 800052 00:00;00:01:00: 00:00,00:0L:00:0F 102 000 Routine 1.1,1.1 1112
7 00:90:69;5b:88:1F 00:00:81:34:4b:9f  removeProtocol 800052 00:00;00:01:00: 00:00,00:0L:00:10 102 000 Routine  1.1,1.1 1112
8 00:90:69:5h:86: 1F 00:00:51:34:4h:9F removePratocol 800052 00:00:00:01:00:89 00:00:00:01:00:11 102 000 Routine 1.1.1.1 1.1.1.2
9 00:90:69:8h:86: 1F 00:00:51:34:4h:9F removePratocol 800052 00:00:00:01:00:85 00:00:00:01:00:12 102 000 Routine 1.1.1.1 1.1.1.2
10 1F 00:00:81 :34:4b:0F  remaveProtocel 800052 00:00:00:01:00:5h 00:00:00:01:00:43 102 000 Routine 1.1.1.1 1.1.1.2

Figure 68. Advanced Traffic wizard screen 7

7. Optionally, in the Validate window, click the Validate button to understand the resources
used for the traffic item you are configuring, or all traffic items. Click Finish.

8. Optionally, after you finish the Traffic Wizard, the Traffic (grid) window appears. Here,
you can perform many operations including:

Add new (tab) views

Add new columns to existing views, including packet contents fields.
Many grid operations, including multi-select, and copy down/increment.
Change the rate/frame size on the fly without stopping traffic.
Configure the properties/packet contents of a flow group.

Performance test variables:

Al Traffic Ikems =
(51 ce-pe = ‘ ‘ ‘ ‘
D PE-CE
EndpointSet-1 ¢+ [ Pz Ethernet ILMPLS.MPLS. Ethernet IT without FCS.VLAN.IPv4 PE-CE Packet rate: 1000 Fixed: 126

\j All Flow Groups
g All Guick Flowe Gr. ..

You can accomplish manual performance testing of the data plane by increasing
the frame size and data rate.

You can accomplish automatic throughput tests using IxNetwork’s integrated
tests as discussed in the Test Variables section below.

UD 1
Flow Groups for item 'PE-CE' = F[Z ! 1'8 T T 'I

Endpaint Set | Transmit State | Tx Part Encapsulation Name Traffic Item Mame Frame Rate Frame Size

EndpointSet-1 (@ J» [ P3 Ethernet T1.MPLS.MPLS.Ethernet IT without FCS.YLAN.IPv4 PE-CE Packet rate: 1000 Ficed: 128
EndpointSet-1 @ [ P4 Ethernet ILIMPLS.MPLS.Ethernet IT without FCS.YLAN,.IPv4 PE-CE Packet rate: 1000 Fixed: 125

Figure 69. Post-Wizard Traffic Grid

9. Apply, and Start the traffic.

a.

Click Apply Traffic at the top of the window. This action sends the Traffic Item

configuration to the test port.
AL L2-L3 Traffic

Click the Start (play) button
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5
10. View the traffic statistics.

a. Click Statistics -> Traffic Item Statistics. This action shows the aggregated
view of all the traffic of each Traffic ltem from CE-PE, and PE-CE.

Note: The Traffic ltem aggregated view is very helpful to understand the

performance of the DUT at a large-scale without having to investigate large amounts

of results. If everything looks fine, then is no need to drill-down further. However, if

there is loss or high latency, drilling down within each traffic item to pinpoint the

problem can become very useful.

G ||[ = Traffic 1tem Statistics
"Name + | ‘ <+ ¥ B A |- D] sutoUpdate Enabled || Customize Traffic vi... [v] | e | @ B Y Fava

E}-_] Traffic {Total: 5)
| 23 L2-L3(Total: 5)
- Data Plane Port Stati...

] User Defined ghatistics [
] Flow Statistic: O
] Flows Detectiv O

[ P T Iy, SV LY

Drag a column header here to group by that colu;

Loss % | T Frame Rate | Rx Frame Rate |
1,000,990

CE-PE 200,597 200,597 o 0.000 1,000.001
RECEE 602,695 602,695 o 0.000 3,000.016 3,003.000

&) Test Configuration I

| Statistics

Figure 70. Statistics -> Traffic Item View
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Performance test variable: Navigate back to the Test Configuration window and increase the

rate in real time of one or more flow groups until loss occurs. Then perform the following steps
to drill -down and detect the problem.

a. Right-click the CE-PE Traffic Item to Drill Down and find the Flow Tracking options
as defined in the Traffic Wizard. In the example below, click Drill Down per VLAN ID
to view all the VLAN statistics inside the CE-PE Traffic Item. These are the per-VLAN
detailed statistics that make up the aggregated CE-PE Traffic Item statistic.

Note: The above statistics is very helpful to accurately view the problematic VLAN
(that is, customer VPN).

I raffic Item Statisti[sl EIEH
o] ] o) Qv GAUtDUDdate Enabled || Customize Traffic ¥i... EI - | & ﬁFavor\tes ﬂv Select a Profile, 'I ﬂ % " e

Drag a column header here to group by that colui

x Bytes | Rx Rate (Bps) | Rx Rate {(bps) | Rx Rate {Kbps)

1EM MGG AAN 1 200 707 Spq 1,200,798

720,896 720,896 a 0.000 1,000,004 1,000,660

TE-CE T8z, 20 TT8Z,20 ] 000 F TS TOUS.Oq0 2 Show view as Floating 0 2,642,640
ShowHide Overview
Display view as Chart

gUser Defined Statistics I Hide view EER

e ! g =N sfiv GAutDUpdate Enabled | | Customize Traffic ¥i... IEI e & § e QF ¢ Show 3 l }‘ "

H @ YLAM:MVLAN-TC Define Mlert...

Edit Alert...
cade

D \ Remove Alert
ag a co

YLAMVLAN-ID | Tx Frames | Rx Frames | Frames Delta Loss %o | Tx Frame Rate ‘ Rx Frame Rate &AddInCustom Graph K ps) | Rx Rate {Kbp:
101 > 369,940 369,940 0 0,000 434,995 ECENNRY | Drill Down per YLAN:YLAN-1D 000 594,00
10z =N 359,965 359,965 a 0.000 504,995 505.000 Drill Down per SourcefDest Yalue Pair 000 606,00
1 | Show all Filkered Flows ﬂ

Drill Dovn per Rx Port

Customize. ..

Edit Filter Selection

Edit Statistics Designer

Figure 71.  Statistics -> Drill down from Traffic Item to VLAN ID

PN 915-2633-01 Rev C October 2013 61



Test Case: Impairment Testing of Layer 2 MPLS VPN

b. Right-click Drill down per Src/Dst Value (MaC Pair) to again Drill down on VLAN

101. You can view all 60 MAC flows within VLAN 101 from the CE-PE side.

Note: The above statistics is very helpful to accurately view the problematic Src/Dst

MAC within the given VLAN (that is, customer VPN).

Q User Defined Statistics I

h B | Gk
A

H YLAN:VLAN-ID SourcefDest Yalue Pair

E]P.utoUpdate Enabled | Cuskomize Traffic wi. .. - & § s ﬁFavorites ﬂv ISeIectaProFiIe

)
EE 1 METEA Page 1 of 2 (katal Flows

Figure 72.  Statistics -> Drill down from VLAN ID to Src/Dst Value (MAC) pair

C. Likewise, Drill-down on the PE-CE Traffic Item to the Traffic Group ID.

Source,/Dest Yalue Pair | T Frames I R Frames | Frames D... Loss % | Tx Frame ... | Rx Frame ...
00:00:00:01:00:79-00:00:00:01:00:01 9,566 9,866 0 0.000 5,000 §.000
00:00:00:01:00:73-00:00:00:01:00: 64 9,865 9,865 i} 0.000 §.000 §.000
00:00:00:01:00:75-00:00:00:01:00:50 9,566 9,866 0 0.000 9.000 9,000
00:00:00:01:00:73-00:00:00:01:00:3c 9,566 9,866 i} 0.000 9.000 9,000
00:00:00:01:00:73-00:00:00:01:00: 23 9,866 9,866 i} 0.000 9.000 9,000
00:00:00:01:00:75-00:00:00:01:00:14 9,566 9,866 0 0.000 9.000 9,000

Note: This statistics is very helpful to understand how the traffic on each VPN (Traffic
Group ID) within the PE-CE traffic is performing. You can also use the Traffic Group

ID in the CE-PE traffic item.

raffic Item Statistics

== E A3 Qv E]AutoUpdate Enabled || Customize Traffic vi... - |l F = ﬂ?Favorites ﬂv ISeIectaProFiIe... vl ﬁ q 3‘

Traffic Item | Tx Frames | Rx Frames | Frames Delta Loss % | T Frame Rate | Rx Frame Rate | Rx Bytes | Rx Rate (Bps) | Rx Rate (bps) | Rx |

CE-PE. 15,451 15,451 0 0.000 1000318 1000670 S17.650 150,100,540 1,200,504,320

PE-CE 46,354 46,353 1 0,002 2,999,997 3,000 nnnw oo oo
Show view as Floating

ShowHide Overview

a4
| l Display. view as Chark
EII‘ 1 lz”E Page 1 of 1 (total flows : 2), Hide wiew
Symbol | Description I \ Shiow
#* Real-time measurement is termporarily unavailable \
. . - Define Alert. ..

—I all || A | Edit Alert...
i — Remove Alert:

gUser Defined Statistics I

Drill Down per MPLS:Label Value (1)
Crill Down per Source/Dest Yalue Pair
Drill Down per Traffic Group ID I
Shiow All Filtered Flows

Drill Down per Rx Port

emprr Add to Custom Graph
- ¥ E | A |0 D] AutoUpdate Enabled (| Customize Traffic vi... S i § = Oy Favorites {8
H @ Traffic Group ID

Tralffic Group ID | Tx Frames | Rx Frames 055 % | T Frame Rate | Rx Frame Rate | Rx B

L2YFM - 00000 1 23,160 il 0,000 1,499,999 1,500,000 2,54  Customize...
L2YPM - 00001 23,193 23,193 i 0.000 1,499,999 1,500,000 2,55 Edit Filter Selection
Figure 73.  Statistics -> Drill down from Traffic Iltem to Traffic Group ID

d. Optionally, drill down again from each Traffic Group ID to MPLS label.
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Note: This statistics is very helpful to understand how the traffic on each MPLS label

within the given VPN (Traffic Group ID) is performing.

IQ Traffic Them Statistics I

- ¥ B [T AutoUpdate Enabled || Customize Traffic vi... [v]|| &pr | @ F s % Favorites @~ ISeIectaProFiIe... 'l UL R

Drag a columin header here to group by that colun

H @ MPLS:Label Value (1)

W v B D8 [T sutoUpdate Enabled || Customize Traffic vi... [v] | o | @ F _ ¢ ¢y Favarites ﬂv\

Traffic Group ID | Tx Frames | Rx Frames | Frame: Los.s o | Tx Frame Iial:e | Rx Frame Iiate | RxE | Rx Rate (Bps) | Rx Rate (bps) | Rxl
L2WPN - 00000 23,160 23,160 o 0,000 1,499,999 1,500,000 2,54¢ 292,000,000 2,336,000.000
LZYPH - 00001 23,193 23,193 [ 0,000 1,499,999 1,500.000 2,58  Show view as Floating
4 | Show/Hide Owverview
Display view as Chatk
1 Page 1 of 1 (total Flows @ 2). \
(g[«] [ ]1] page 1 of 14 ) it v
Al |
-|\ | rﬂ | Shiow
Ié Lser Defined Statistic I Define Alert. ..
Edit Alert. ..

Remove Alerk

Add ko Custom Graph

Drill Down per MPLS:Label Yalue (1)
Drill Down per Source/Dest Yalue Pair

MPLS:Label ¥alue {1} ® Frames | Frames Delta Loss % | Tx Frame Rate | Rx Frame Rate | | shaw Al Filtered Flovs
18 154,756 154,756 i 0,000 250,000 250.000 1 puneun ner p Port
19 154,760 154,760 i 0.000 250,000 250,000 1
20 154,760 154,760 ) 0,000 250,000 250000 1 estemize:
21 154,760 154,760 i 0.000 250,000 250,000 1 EditFilter Selection
22 154,756 154,756 0 0.000 250,000 250,000 1 Edit Statistics Designer
4|
|E||I| 1 lz”E Page 1 of 1 {total Flows : &)

Figure 74. Statistics -> Drill down from Traffic Group ID to MPLS label

e. Optionally, drill down again from each MPLS Label to Source/Dest Value (MAC)

PN 915-2633-01 Rev C

Pair.

Note: This statistics is very helpful to understand how the Src/Dst MAC traffic within
each MPLS label is performing.

Note: Drill-down per Rx Port is a standard by default with every drill-down view. In
this case, it helps to determine which RX port on the CE side is receiving the suspect
MPLS traffic from the PE side. It may help to determine which VPN is a fault without
having to go to the label database and track the label through the network to the CE
side.

Troubleshooting tip: In any of the above views, a small frame delta statistic does
not necessarily mean that loss is present. Stopping traffic completely synchronizes
the results. No test tool can measure Tx and Rx instantaneously, because the traffic
must go through the DUT first. If the frame delta is continually increasing, however,
there is a loss likely to happen.
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11. Reserve the two impairment ports in IXNetwork. The Impairment ports are added in the
same way as other Ixia test ports with the exception that Impairment Ports are always
selected as a port pair.

Im Port Selection I [=]
| Chassis 58 3 2 == %2 8o [ all ports Ports in configuration =5 Add Offine Ports | 3§ All ports + |
(Chassis/Card/Port Type State Mame ChassisfCard/Part: Type
~ (@ 10.200.134.42 ixos 6.10.0.913 eb 1 »| @ P Impairment
3 Card 01 15 PORT 10/100/1000 LSM XMVDC1S 2 @ P2 Impairment
b B Card 02 15 PORT 10/100/1000 LM XMV15 T T F
v BB Card 03 32 PORT XDM10G325 e Ire T R
v EB Card 04 16 PORT 10/100/1000 LSM XMV15 ==l . @ 3
» B Card 05 @18 PORT FlexAP10G165 z @
~ B8 Card0s 4 BORT EIM10G45

i@ Port 01 LAM SFP+ 10GBASE-SR/LR
P Al P DGEASE-SRILE
Port 03 LAN SFP+ 10GBASE-SR{LR

el LAN SFP+ 10GBASE-SR{LR

9 Card 07 13 PORT 10/100/1000 ASM XMV12X

(-

v B card 08 3 PORT 10GE LSM XM3

» B Card 03 4 FORT 10/100/1000 STXS4-256M5

» B Card 10 2 BORT ATM/POS 622 Multi-Rate-256MB
1 I | 3

oK Cancel Help
Figure 75. Impairment Port Selection

Optionally, rename the ImpairNet ports just like any other test ports. You can then refer
to impairment ports throughout the IxNetwork application.

12. Ixia’s IxNetwork Impairment GUI provides an easy to use one click option to create an
impairment profile directly from the traffic flow group. Right click on the desired flow
group in L2-3 Flow Groups view and choose Create Impairment Profile from the menu.

£ (2} o< Traffic Configuration b DC L2-3 Flow Groups

Transmit State Suspend Tx Port Rx Ports
v @&p B Traffic Item Name: PE => CE  TX Mode: Interleaved, Srcj/Dst My
1 > @p (] 10 200 194 A0S0 110G, .
Flow Group properties. ..

Create Imparment Profie

P
W Stop

Figure 76. Impairment Profile Creation directly from Traffic Flows

Creating impairment profile directly from the traffic flow group has the advantage that all
the L2-3 traffic classifiers are automatically added in the list of classifiers for this profile.
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Note: The view changes from L2-3 Flow Groups view to Impairments view on clicking
Create Impairment Profile.

13. The Impairments view has three tabs: Diagram, Profiles, and Links. The Diagram tab is
chosen by default. Select the Profiles tab to see the list of all the impairment profiles.

ﬁ Home Automation Results / Reports Views Configuration
D SR 4 ¥ O
¥ @ ¥

Appl A Delste Raise Lower Co
Impaljl?np'u;nts Pro?llije Profile Priority Priority C|E‘:ﬁ5ﬁ?ﬁl’

Apply Edit Impairments

{4y Impairments
|]|]|] Ovenvigw < ﬁ

Diagram Profiles | Links

= O Poris Enahbled Prafile Mame Pricrity -
(B Chassis 1 LZ¥PM Impairment 1
z i Impairment Profile & z
- @ Protocols 3 Fi Impairment Profile 7 3
b @ Protocal Interfaces 4 W Defaulk Profile lowmesk
b D OSPF
b (B Static
- 5¢ Traffic

p B¢ L2-3 Traffic Ttems
=t L2-3 Flow Groups

i Impairments

Figure 77. Impairments view

Optionally, change the name of the impairment profile. You can easily reference a
named profile throughout the IxNetwork application. In this example, we are changing
the newly created profile to ‘L2VPN Impairment’.

Note:
¢ The Network Impairment view has commands for creation, deletion, and raising
or lowering priority of impairment profiles as shown in Figure 12.

¢ When the impairment profile is created, it is enabled by default. Each profile has
a check box next to it to disable/enable the profile.
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14. To see the list of available traffic classifiers, click the Classifier grid in the Network
Impairment -> Profiles tab.

There are two MPLS label values. The first is the LDP or RSVP-TE transport label, and
the second is the VPLS instance label. Select the second MPLS Label Value from the

list of patterns.

The classifier pattern value has hexadecimal format and is aligned to an octet boundary.

You can ignore the unused bits in the value by using don’t care bits in the mask.

An MPLS label value contains the first 20 bits out of 32 bits (4 bytes) field, set the mask
to FFFFFO to ignore the last 4 bits. The TTL byte is ignored in this setting. In this test
case, the traffic for the VPLS instance with label value 19 is being impaired. The label
value 19 translates to hex value 00 01 30.

| Classifier
{Patterni¥alue=00 01 30, Offset=.., ~

= Packet Classifier

epadd 3 Delete | =] Edit

# Matchers Used: 2/8

Enabled Patkern Mame Offset Yalue Mask Field Size (bits)
3 { Ethernet.Destination M... 0 00:00:05:B6:83:42 FF:FF:FF:FF {FF:FF 48
1 Ethernet,Source MAC A, . & 00:00:05:E5:83:35 FF:FF:FF:FF:FF:FF 45
Ethernet.Ethernet-Type 12 86847 FF FF 16
MPLS. Label Yalue 14 000100 FF FFEQ z0
MPLS . MPLS Exp 16 00 OE 3
W MPLS. Label Yalue 15 000130 FF FFFO 20 ||
MPLS.MPLS Exp 20 00 OE 3
IPw4,Protocol 45 3D FF a8
IPw4.S0urce Address 43 1.1.1.1 255,255,255,255 32
IPw4,Destination Address 52 1.1.1.2 255.255,255.255 32
K Cancel
>
Figure 78. Traffic classifiers
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15. Each impairment port pair has two links that denote the direction of traffic flow between
the two impairment ports. Click the Links grid of the desired impairment profile. Select
the appropriate link to impair the traffic flow from the Service Provider to the PE DUT.

Links Classifier
P1 Irpairm | = | all packsts
(1 &l Links Selected Lirk.
(20 Selected Links b W P1 Impairment-=PZ Impairment

[ PZ Impairment-=P1 Impairment

(a4 Cancel

Figure 79. Impairment Link Selection

16. Right click the Drop grid of the desired impairment profile to apply drop impairment. Tick
the Enabled check-box and set the drop percentage to 50%.

I Drop I Links Classifier
Pattern(value=00 01 30, OFfset=18)

|5III°.-"o EPI Impairment-=PZ Inmpairmenkt
~ | Enabled all packets
Percentage of packets bo drop: all packets
all packets
Murmber of packets to drop ak a time: 1

Drop packets, 2 at a time

(o] 4 Zancel

Figure 80. Drop Impairment Configuration
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17. Change the bottom tab to Delay in Impairments -> Profiles tab, to apply delay and

delay variation impairments. Select the impairment profile and right click the Delay. Tick

the Enabled checkbox and enter 100 microseconds.

% ﬁ {7 Impairments

PN 915-2633-01 Rev C

Diagrarm Profiles | Links
Enabled Profile Mame Priority & Delay Delay Yariakion | Custom Delay
1 f v LZWPM Impairment 1 100 us disabled dizabled
z v Impairment Profile 6 2 i Enahled
3 ¥ Irpairnent Profile 7 3 " I | o000 “ - 3 I
4 v Default Profile lnsest e . microseconds
Delay received packets before forwarding them.
(a4 Cancel
»
Surmmary | Delay |Packet Ackions | Modify | Al ?j

Figure 81. Delay Impairment Configuration

18. Select the impairment profile and right click Delay Variation grid. Tick the Enabled
check-box and select the radio button Gaussian. Set Standard Deviation to 10
microseconds.

I Delay Variation | Custom
Gaussian (standard deviation 10 us) u dizabled

Enal:-led

(=) Uniform

L2 Gaussian

(7} Exponential

Standarddeviati-:-n:l 1C| |microseconds | -

-5td dewv 0 +5td dev

oK Cancel

Figure 82. Jitter Impairment Configuration
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19. To apply the impairment profile in the hardware, click Apply Impairments icon in the
configuration ribbon. If applying impairment profile changes is successful, then the
exclamation mark on the Apply Impairment icon disappears.

@ o ®
Y Apply

A

Appiy
Impairments Impairments
Figure 83. Apply Impairment Icon Change

Note:

e Only the enabled profiles are applied to the hardware.

e |f the impairment profile contains configuration errors, the exclamation mark
remains and a pop-up window appears on the right hand side bottom corner of
the IxNetwork GUI. For further troubleshooting, follow the instructions in the
Troubleshooting Tips section.

20. After applying impairments, the impairment statistics starts to update. Select
Impairment Profile Statistics and click the Dropped tab at the bottom in the
impairment statistics view.

[:|[ Impairment Statistics | Traffic [tem Statistics Impairment Link Statistics Impairment Profile Statistics
Stat Mame Dropped Frames|Dropped Frame Rate|Dropped Bytes | Dropped Bit Rate
1 |Default Profile 0 0 0 0
2 | Impairment Profile & 0 0 0 0
3 | Impairment Profile 7 0 0 0 0
[ < | L2vPNImpairment] 553,145,549 11,325 142,885,515... 23,193,500

All | BitError | Delay | Dropped | Duplicate | FCS | Forwarding | Rate Limit | Rer .

Figure 84. Drop Impairment Profile Statistics

21. Only the profiles with drop impairment enabled drop the packets. Ensure that the
packets are dropped at the configured rate. To view the dropped packet statistics for
each link direction of the Impairment module, select the Impairment Link Statistics tab
and then select the Dropped tab at the bottom.

E|[ Impairment Statistics | Traffic [temn Statistics | Impairment Link Statistics | Impairment Profile Statistics
Stat Name Dropped Frames| Dropped Frame Rate| DroppedBytes |Dropped Bit Rate
v 10.200.134.44;8;1->2 | 560,479,034 11,325 143,482,632... 23,193,600
2 | 10,200.134.44;8;2->1 0 ] 0 0

Figure 85. Drop Impairment Link Statistics
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Note: In this test case, only packets from P1 Impairment -> P2 Impairment link direction
are dropped because of the Links configuration.

22. To view the packet delay/jitter statistics for L2VPN Impairment profile, select
Impairment Profile Statistics tab and select Delay tab at the bottom.

Note: Two profiles show delay statistics: L2ZVPN Impairment profile and Impairment
Profile 6. Based on the profile priority value, Impairment Profile 6 is applied to all the
traffic that is not classified under L2VPN Impairment profile. All the traffic classified
under Impairment Profile 6 experiences a delay of 30 us, because ImpairNet module has
an intrinsic delay of 30 us.

C” Impairment Statistics | Traffic Itern Statistics Impairment Link Statistics Impairment Profile Statistics |

Stat Name Packet Delay Minimum |Packet Delay Maximum |Packet Delay Average |Packet Delay Std Dev

1 |Default Profile
2 ImpairmentProfie 6 | 30,000 30,440 30,001 3|

3 | Impairment Profile 7
» 4| L2vPN Impairment | £8,230 131,720 100,231 9,92!3'

All | BitError | Delay | Dropped | Duplicate | FCS | Forwarding | Rate Limit | Re »

Figure 86. Delay Impairment Profile Statistics

23. To view the packet delay/jitter statistics for impairment links, select Impairment Link
Statistics tab in the Impairment Statistics view and select the Delay tab at the bottom.

EH Impairment Statistics | Traffic Item Statistics | Impairment Link Statistics | Impairment Profile Statistics Impairmer
Stat Name Packet Delay Minimum |Packet Delay Maximum |Packet Delay Average |Packet Delay 5td Dev
Y | 1uzuu.134.44;a;1—>2|| 30,000 131,700 40,035 24,852

7 |10.200.134.44;8;2->1

Figure 87. Delay Impairment Link Statistics

Note: Unlike impairment profile statistics, impairment link statistics show the delay
statistics for all the packets passing through the impairment links, and hence there is a
minimum delay of 30 us. Hence the Standard Deviation is also centered on ~25 us.

24. This step demonstrates how to configure a 100% drop when the traffic for MPLS Label
19 exceeds 4 Mbps.
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Go to Profiles Tab in the Network Impairment view and select Summary or All tab. Tick
the Enabled check-box in the Rate Limit grid and set the rate limit to 4 Mbps.

< - £ [ mpaiments]

Diagram Profiles | Links

Enabled Profile Mame Priority  « | Rate Limit Dilay Drop Links
1 v 1 4 Mbys 100 us all links I
7! v Irpairment Profile 6 2 EEbld
3 v Impairment Profile 7 3 ’
4 v Default Profile lowwest Receive rate limit: I 4 ”Mb"ls | -

Commonly used values: -

Drop received packets when receive bandwidth exceeds limit.

a4 Cancel

Delay Packet Actions | Modify | &l ﬁ

Figure 88. Rate Limit Impairment configuration

Note: For this test setup, the configuration of L2 MPLS VPN parameters is such that
more than 4 Mbps traffic is flowing through the ImpairNet module for L2VPN impairment
profile. If in your L2 MPLS VPN configuration, traffic for the MPLS Label selected for
impairment is less than 4 Mbps, then choose a different rate limit. The steps below are
still applicable although Impairment measurements vary.

25. Click the Drop grid for L2VPN Impairment Profile and set the Drop rate to 100%
without opening the configuration dialogue as the impairment is already enabled.

When the impairment profile is changed, the Apply Impairment icon displays an

exclamation mark. Click the Apply Impairment icon again to apply the impairment
profile changes.
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Note: You can apply Impairment profile changes without disrupting the traffic flowing
through the ImpairNet module. To view how much of traffic is dropped due to rate limit
setting, select Rate Limit tab from the bottom of Impairment Profile Statistics view.

The statistics show a total of ~23 Mbps traffic dropped with 50% drop enabled, which
means, 23 Mbps * (100% / 50%) = ~46 Mbps traffic with MPLS label 19 enters ImpairNet
module. The rate limit being set to 4 Mbps, ~42 Mbps traffic is dropped at the ingress of
the ImpairNet module.

[:|[ Impairment Statistics | Traffic [tem Statistics Impairment Link Statistics Impairment Profile Statistics Impairment Profile Detai
Stat Name Rate Limit Dropped Frames|Rate Limit Dropped Frame Rate|Rate Limit Dropped Bytes|Rate Limit Dropped Bit Rate
» 1 0 0 0 0
2 |Impairment Profile 6 0 0 0 [i}
3 |Impairment Profile 7 0 0 0 0
4 |L2VPN Impairment | 24,347,999 20,691 6,233,087,744 42,375,168

All | BitError | Delay | Dropped | Duplicate | FCS | Forwarding | Rate Limit |Rer b

Figure 89. Rate Limit Statistics for Impairment Profile

26. To view the rate limited traffic for the Impairment Links, select the Rate Limit tab at the
bottom of the Impairment Link Statistics view. The link dropped statistics is the
aggregation of all impairment profile dropped statistics.

[:|[ Impairment Statistics | Traffic ltem Satistics | Impairment Link Statistics | Impairment Profile Statistics Impairment Profile Detail Statistics
Stat Name Rate Limit Dropped Frames|Rate Limit Dropped Frame Rate|Rate Limit Dropped Bytes|Rate Limit Dropped Bit Rate
b1 | 10 .200.134.44;8;1->Z| 1,195,820,311 20,688 306,129,994,886 42,369,024
2 |10,200,134.44:8;2->1 0 0 i 0

Al | BitError | Delay | Dropped | Duplicate | FCS | Forwarding | Rate Limit | Rer )

Figure 90. Rate Limit Statistics for Impairment Link
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27. To view the dropped packets statistics for the impairment profile, select the Dropped tab
at the bottom of the Impairment Profile Statistics tab. A total of ~4 Mbps traffic is being
dropped as per the drop configuration.

() Impairment Statistics | Traffic ltem Statistics Impairment Link Statistics | Impairment Profile Statistics |

Stat Name Dropped Frames|Dropped Frame Rate | Dropped Bytes |Dropped Bit Rate

v o1 Default Profile | ] 0 ] 0
2 | Impairment Profile & i ] i i

3 | Impairment Profile 7 0 0 0 0

4 |L2'L-'PN Impairment 1,316,743 1,953 337,087,485 3,999,744

All | BitError | Delay | Dropped | Duplicate | FCS | Forwarding | Rate Limit | Rer

Figure 91. Dropped Statistics with Rate Limit for Impairment Profile

28. To view the Dropped statistics for impairment links, click the Dropped tab at the bottom
of the Impairment Link Statistics view.

E][ Impairment Statistics ] Traffic Item Statistics | Impairment Link Statistics | Impairment Profile Statistics
Stat Mame Dropped Frames|Dropped Frame Rate| Dropped Bytes | Dropped Bit Rate
P11 | 1I].2I:II].134.44;E;1—>2| 1,539,409 1,952 394,088,704 3,997,096
2 (10.200.134.44;8;2->1 0 o} 0 0

All | BitError | Delay | Dropped | Duplicate | FCS | Forwarding | Rate Limit | Res b

Figure 92. Dropped Statistics with Rate Limit for Impairment Link
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Test Variables

You can use each of the following variables in separate test cases to test a PE router in an L2

VPN - MPLS network with impairments. These variables use the test case detailed above as a
baseline, with a few modifications in the parameters. You can create various scalability tests to
stress the DUT’s capability to the fullest in presence of real-world network impairments.

Performance Variable Description ‘

You can create up to 32 bidirectional or 64 unidirectional impairment
profiles per impairment port pair.

Use multiple classifiers | You can introduce multiple classifiers in a single impairment profile.

Use Copy Classifier and Paste Classifier commands in the Impairments
Configuration tab to copy and paste Classifiers across impairment profiles.

You can add a maximum of 16 classifiers for each link direction.

Apply impairments in You can choose to impair either one or both the links.
both link directions

Apply different drop Apply drop rates from 0-100% in clusters to a maximum of 65535 packets.
rates

Apply different packet Apply reorder and duplicate and BER impairments in addition to drop
impairments impairment. Reorder and duplicate impairments are present in the Packet
Actions tab at the bottom of the Profiles tab.

Increase Delay Introduce delay up to 6s for every impairment profile on a 1G impairment
module and up to 600 ms for a 10 G impairment module.

Apply different kind of Introduce delay in us, ms, or km. 1 km of WAN Link causes a delay of 5
delays us.

Apply different delay You can apply uniform, exponential and customized delay variations.
variations

Apply different packet Apply rate limit to a maximum of the full line rate. Optionally, choose the
impairments most commonly used rate limits from the drop-box.

Apply BER impairment Apply BER impairment in the Other tab. Optionally, you can choose to
enable: Correct L2 FCS error and Drop the packet with L2 FCS errors in
the Checksum grid.

Results Analysis

The baseline test demonstrated the DUT’s capability of handling common impairments like drop,
delay, and jitter. Finally, you can observe the traffic statistics at the Ixia emulated CE router to
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check the impact on VPN service performance. Consider each MPLS Label classifier as a LSP
for a set of customer sites. Test the performance under stress and impairment conditions to
understand the DUT’s capabilities.

A medium to large sized VPN network has thousands of PE and CE routers. Divide the PE
routers into a small number of categories based on their types, and impairment-test a few PE
routers under each category. This can help you plan the VPN service roll-out.

The rate-limit testing is an important aspect of service provisioning. This testing helps to
ascertain that the Service Level Agreements (SLA) are met and network bandwidth is utilized

properly.

Finally, impairment testing can also help in planning service restoration during severe network
conditions.
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Troubleshooting Tips

Issue

Impairment profiles are
enabled but impairment
statistics are not updated.

Troubleshooting Solution ‘

Ensure that the Apply Impairments icon does not have any exclamation
marks. Ensure that 100% drop is not configured for all impairment profiles.

No traffic is flowing
through the impairment
links.

To check that the traffic is flowing through the impairment module, disable
all the impairment profiles except the default profile, which you cannot
disable. Apply Impairments and ensure that Rx/Tx Frames statistics for the
impairment link corresponds to the traffic. Also, make sure that both the
links for the impairment port pair are forwarding, which means that the
check-boxes for Interrupt Forwarding are cleared in the Links tab.

An error is displayed
when Apply Impairments
is clicked.

Look for impairment profile configuration error. Ensure that the impairments
are applied with in the configuration limits. You can look into ImpairNet
module specifications for the configuration limits.

Traffic is not getting
impaired although the
Apply Impairment icon
does not show any error.

Ensure that the classifier value, mask, and offset are set correctly. Verify
that a profile with more generic classifier does not have a lower priority than
that of the desired impairment profile. Ensure that you select the Enabled
checkbox for the configured impairments.

Conclusions

This test verified that the DUT can perform in a layer 2 VPN - MPLS network with impairments.

However, scalability and performance are of paramount importance when testing a DUT, which
is acting as a PE router. Follow the Test Variables section above to test the PE at its maximum
capability before deploying into a practical L2 VPN — MPLS Network.
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Test Case: Modifying Packets to Validate Robustness

Overview

In practical networks, there can be many events that cause particular parts of packets being
populated with invalid values. This may lead to unpleasant behavior in network systems —
devices may crash, allow unauthenticated access to hackers, slow down services to the point of
breakdown. Many a times, hackers employ the man-in-the-middle attacks, where they intercept
packets and overwrite them to gain access or impair hetwork services.

The possibility of unauthorized access and the resultant loss of revenue and prestige make
testing of abnormal inputs a priority for sensitive applications.

However, these types of problems are the toughest to find, because they are dependent not just
on the implementation of a single equipment, but also its ability to withstand protocol packets
that are outside the parameters defined in standards. This problem could lead to one faulty
device causing havoc with the rest of the network. Additionally, the developer may not even be
aware of their presence.

Testing for these impairments, where certain fields within an otherwise perfectly normal packet
have incorrect values, allows for catching these kind of bugs earlier in the
development/deployment process.

Testing of the robustness of network applications, devices, and systems is of importance to
network equipment and software application manufactures, carriers, service providers,
Government organizations, defense organizations, financial institutions, and enterprises.

Objective

The objective of this test is to overwrite a field in the IP packets that are passing between two
devices.

Impairment ports are placed in any location between the two devices, allowing for the ability to
modify packets as they pass back and forth between the two devices. The packet field that we
modify is the IP version field.

At the end of this test, other test variables are discussed that provide ideas for many more
packet modification tests.

Setup
This test setup requires the following equipment:

A. Two devices that are exchanging IPv4 packets between the two of them.
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B. Two ImpairNet ports that are connected in-line between these two devices.

IP.version=4|cccmmcaaaaaa- » | IP.version=9

o—w w5y
N (A e
Impairment Impairment
Port Port

This test includes modifying IPv4 packets going in one direction. The IP Version field value is
changed from 4 to 9 by the ImpairNet load module.

Step-by-step Instructions

&

1. Click the Profic button to create a new impairment profile.

2. You may rename the default profile name to a different one to make it easier to identify.
We are using ‘Modify IP Version’ in this example. (Optional)

3. Click on classifier and enter the source IP address of one of the traffic sources. Note:
Make sure that the mask entered is 255.255.255.255 so that only one traffic flow is
classified to be impaired.

Click OK.

Modify IP ¥ersion - Packet Classifier _

# Matchers Used: 2/8

Bp Add $ Delets | =] Edit

Enabled Pattern Mame Cffset alue Mask. Field Size (hits)
b o 1P, Source Address 26 520.22.22.3 255,255, 255,255 32

4. Back on the profile, the Classifier displays the pattern you entered above.

PN 915-2633-01 Rev C October 2013 78



Modifying Packets to Validate Robustness

< -ﬁ ' Impairments
Diagram | Profiles | Links
Enabled Profile Mame Friority = | Rate Limit Doelay Drop Links Classifier
JE v Modify IP Yersion 1 disabled disabled disabled all links Patternivalue=20 3
z v Default Profile lowest disabled disabled disabled all links all packets

Surmary | Delay | Packet Actions | Modify | All ﬁ

5. Click the Modify tab.

This action displays the modification configuration associated with a profile.
6. Click the Checksums column to show checksum options.

7. Select Always correct checksums when Modify Field impairment is enabled. This
selection ensures that the modified packets have correct checksums.

Checksums

|c-:urreu:t LzIPv4 prokocols over IP -

Checksyum Copreckion

Dirop incoming packets with L2 FCS errors:

Checksum correction when sending packets

V| Always correct checksums when Modify Field impairment is enabled

{1 Mot supoorfad on EMMOEE0 06 ports.

K, Zancel

8. Modify IP version information from value 4 to value 9.
This value is configured in the Packet Modifiers action.

9. Just as with packet classifier, select the field to be modified. In this case, it is IP version
field.

10. The next step is to instruct ImpairNet what values to modify. You may enter those values
in the Matching column. The values in Replace with column replace the Matching
column values.
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11. Click OK.

Modify IP Yersion - Packet Modifiers

=] ]
# Fields Used: 1/4
I:E:l Add % Delete
Enabled Field Mare Location Mask (hex) Field Size {bits) Matching | Replace With | Freguency
T 7 IPva Version IPvw4 packst, offsst0 FO 4] any o - |10
(o] 4 Cancel

12. Verify that Modify step includes the values configured above.

£ {4 () Impairments

Diagramm Profiles | Links
Enabled

Profile Mame

Priority = Todify Eit Errors Checksums
1 » i Madify IP Version 1 -+ |disabled corvect L2[IPv4protacals aver IP
2 + Ciefault Profile lowest none disabled disabled

Summary | Delay | Packet Actions | Modify | All ﬁ

13. Click the Apply Impairments icon to apply the impairments. The exclamation mark in

the icon disappears indicating that changes in the impairment configuration are applied
to ports.

- ﬁ \
Anoh
Im pfall:lrpn*ents Im p%?rﬁ-ﬁ'énts
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14. Capture packets leaving the ImpairNet ports.

Packet capture reveals that only packets from source IP address 20.22.22.3 have the IP
version value of 9. The rest of the packet flows will have the normal IP version value of
4.

E 1r uUnknown {0x3d)
=] . Internet Protocol, See: 2022 22 3 (2022 22 3), Det 20222213 (20,22 2213)

.
Header length: 20 bytes

Differertiated Services Field: 0x00 (DSCP Ox00; Default; ECM: Q007
Type of zervice: 0x00 (Mone)

Total Length: 494

Idertification: Ox0000 (0

Flags: 0x00

Fragment offset: 0

o

E¥|
E¥|

=

o @ @ @ @ @

Results Analysis

This test proves the ability of ImpairNet ports to modify real-time packets as they pass between
the ImpairNet ports. We also verified that only those packets that match the classifier criteria are
modified, while the rest of the traffic is not affected by packet modification.

Troubleshooting Tips
Issue | Troubleshooting Solution ‘
Impairment profiles are Ensure that the Apply Impairments icon does not have any error. Make

enabled but impairment sure that traffic is flowing through the module and the drop rate is not set
statistics are not updated. | to 100%.

No traffic is flowing To ensure that traffic is flowing through the impairment modules:
through the impairment
links. ¢ Disable all the impairment profiles except the default profile

e Apply Impairments and check that Rx/Tx Frames statistics for
the impairment link corresponds to the traffic.

e Ensure that both the links for the impairment port pair are
forwarding, that is, the checkboxes for Interrupt Forwarding are
cleared.

An error window appears, | To overcome this error:

on clicking Apply

Impairments. e Ensure that there is no impairment profile configuration error.

e Make sure that the impairments are applied with in the
configuration limits.

e Check ImpairNet module specifications for the configuration

limits.
Traffic is not modified To overcome this error:
though the Apply
Impairment icon is not e Ensure that the classifier value, mask and offset are set correctly.

showing any error.
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Issue | Troubleshooting Solution ‘

e For packet modification, make sure that you selected the correct
field to be modified and that field is actually present in the
packets on the wire.

o Verify that a profile with generic classifier does not have a lower
priority than that of the desired impairment profile.

e Confirm that you have selected the Enabled checkbox for the
configured impairments.

Conclusions

This test verified ImpairNet functionality for packet modification. Packet modification allows the
user to proactively test his network infrastructure for vulnerabilities arising from malformed or
malicious packets.
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Test Case: Impairment Testing For Bandwidth Limitations

Overview

Practically, customers possess a limited amount of bandwidth guaranteed for the service access
towards the Internet. Typically the service providers allow maximum rate of traffic during non-

peak hours and guarantee minimum channel capacity during high density customer usage. This
implies a different network dynamic and end-user experience during an extended period of time.

To test the capability of the service access gateway under limited bandwidth conditions, a
network cloud emulator, such as ImpairNet, is used to simulate a congested network or limited
bandwidth resources similar to when working on backup connection. The data from the powerful
statistics provides user experience characteristics for the impaired types of traffic.

For content aware gateways bandwidth limit network emulation is required to determine the
optimum data rates for different classes of user profiles.
Objective

The objective of this test is to impair the traffic between the content servers and the emulated
clients. ImpairNet load module is configured to limit the packets classified with rate limit

configured for all the transactions in execution. This will challenge the SYN stability testing for
the TCP based traffic and also deliver the key performance indicators for application delivery.

The impairment module can be inserted in any link where it is needed. You can apply the steps
used in this test case for Layer 3 VPN, access router, or service delivery gateway.

At the end of this test, other test variables are discussed that provide more performance test
cases.

PN 915-2633-01 Rev C October 2013 83



Test Case: Impairment Testing For Bandwidth Limitations

Setup

The setup consists of IXIA ports acting as clients on two individual IP private ranges, with
ImpairNet module in between the simulated users and DUT. This setup emulates an enterprise
branch office accessing resources from the main branch datacenter. The impairment active on
the network emulates the usage of backup line connection with limited data transfer while traffic
is in the peak hours with different rate profile for each of the user IP range.

ImpairNet

Module Server Farm

Simulated Clients

Figure 93. ImpairNet Testing — Bandwidth limiting topology

Step-by-step Instructions

Performing the step-by-step instructions explained in the this section will result in bandwidth
limiting Impairments test for the access network topology.

1. Configure a HTTP Get activity for a large file size. In this test we configure a file size of
1MB. Depending on the scope of test, you can configure different sizes depending on
network topology or scope of the traffic.

Metworks and Traffic - TrafficFlow 1

Originate

Trafficl - HTTPClientl (HTTP Client)

Settings Commands PlayLists Command Pool

Command Properties for 'Get’

Start
Property Mame Property Value

E Destination(IP or IP:Part) :lD 10.0. 1:80

Page/Object J1Mb . himl

Stop Abart Mone
MameValueArgs
Profile Mone
Enable DI

Figure 94. HTTP Activity — Target destination and object configuration
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2. Reserve two impairment ports in IxLoad. The Impairment ports are added in the same way
as other Ixia test ports with the exception that Impairment Ports are always selected as a
pair of ports.

3. Configure the test objective to simulate 1,000 concurrent users for the all the activities with
50% of users per IP range client simulation with a 10 minutes sustain time.

| Network Traffic Mapping | Objective Type | % of Total Obj. Value

= E TrafficFlow1
E},f'a Traffic1@Networkl Simulated Users 100.00
=j Client_IP_10_10 % X Simulated Users 50.00 [

j Client_IP_132_ 168 X X Simulated Users 50.00

|

Figure 95. HTTP Activity — Objective distribution

Note: You can configure advanced timeline for a wider range of user connection
behavioral patterns. This allows distortion in the objective values such as pulses or bursts
with multiple segments of target objectives to mimic the actual behavior of users.

4. Enable ImpairNet for the current activities from the Traffic command tab. A new menu
automatically appears once enabled in the left tree as part of test configuration.

QOER-»P-HI-

— Home Reports Views Traffic
>4 40 A&« a |

Start Apply Release T=<tl Add Net 2 Add F ImpairNet Test
Test Config Config Traffic ~ tivit Dut Y 35te Options

Test Active Test Edit I

Enable ImpairNet L

Figure 96. Enabling ImpairNet for test execution

5. Access ImpairNet menu and select Profiles tab to enable the configuration screen.

6. Add a new profile from the Add Profile ribbon command. This action adds a new
configuration row on top of the default profile. The newly added profile is used to match and
impair the traffic form the current test case.

®® 43 0 0

ImpairNet App Adad Delete Raise Lower Copy Paste
v Impairme Profile | Profile Priority Priority Classifier  Classifier

Impairment

Figure 97. Adding a new impairment profile command

PN 915-2633-01 Rev C October 2013 85



Test Case: Impairment Testing For Bandwidth Limitations

7. Configure the newly added profile to limit the rate by enabling the Rate Limit function.

- ! TrafficFlowl
- i Originate
_5;i’_f= Trafficl @Metworkl
il out
1T Terminate
Timeline and Objective

O Ports

‘|‘ QuickTests

Figure 98.

“ Home Reporis Views Impairment Options
mpairiet Apply Add Delete Raise Lower Paste
= Impairments Profile Praofile Pricrity Pricrity C assme Classifier
Impairment
- >= Impairdet
ol = (agon | romes] s |
& Profiles
E'\:}'J Stats Analyzer Dot s
- Enabled | Profile Mame Rate Limit Priority = Drop
ﬂl]ﬂ Test Overview 1 » Impairment Profile 1 1 disabled
- f»gi’.fi Metworks and Traffic 2 Default Profile disabled lowest disabled

Enabling the Rate Limit impairment

8. Set Rate limit to 100Mbits. Predefined profiles are available for user convenience that

emulates commonly used access interfaces rates.

Enabled

Receive rate limit;

100| Mbjs

Commanly used values:

[l

Drop received packets when receive bandwidth exceeds limit.

Figure 99.

Configuring the test objective rate limiting value

Note: In order to limit the desired packets, you must configure proper classifiers in order
to impair the targeted traffic. All the unclassified traffic matches the default profile
configured rules of impairment. By design, default profile will not impair any type of

traffic.
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9. Enable the Classifier configuration screen for the profile created to impair the target traffic.

Diagram | Profiles | Links

Enabled Profile Name Priority + | Rate Limit Classifier Dela

Impairment Profile 1 1 100 Mb/s Pattern(Value=192.168. 1.0, Offs... [ |disabled

Default Profile lowest disabled all packets disabled

Figure 100. Accessing the classifier configuration screen
10. Add a new classifier as destination IP address and set the target destination address
according to test configuration.
P — E ™
Impairment Profile 1 - Packet Classifier E‘&lﬂ

# Matchers Used: 1/8

o Add |3 Delete =] Edit

Pattern Mame
IPv4.Destination Address 30(192.168.1.0 255.255.0.0

Field Size (bits)

| oK | [ Cancel

" E A

Figure 101. Adding a new impairment packet classifier
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11. Configure the target field desired to match the traffic. You can configure up to 8 protocol
layers for a high granularity configuration and to assure that a specific traffic type is affected.

i k'
&P Packet Templates Manager E‘E‘g
Packet Templates ﬁ-}:] % / IPv4 Packet
IPv4 Packet Add/Remove Protocol Layers I:IE % 4 G
IPvE Packet .= Total Length (octets) [~]

IPw4_IPvE Packet === [dentification

[-}E= Flags

— Reserved
— Fragment
Lo | ast Fragment

=== Fragment offset
== TTL (Time to live) B
=== Protocol

=== Header checksum
&= Spurce Address

Field {IPv4.Destination Address) Offset (bytes): 30 Size (bits): 32 |

/ﬁJ

Figure 102. Selecting the protocol layer targeted for impairment

12. Assign the ports according to existing network topology to execute the test. ImpairNet ports
are assigned in pairs (ingress and egress traffic).

| MetTraffic | Total Hosts Assigned
=@ TrafficFlowl
E}-:\ Impairiet@Impairment Metwaork

LE® Port1.1.1
| -4@ Portl.1.2
E}-:H =4 Trafficl@Metworkl (Mon-Aggregated) 1 of 1 ports

B3 PortlZd

Figure 103. Assigning ImpairNet ports

13. At this point the traffic is configured and the profiles for impair populates with the limited
target destination traffic. Execute the test by accessing the ribbon icon named Start Test.
IXLoad begins the required configuration deployment and starts the test execution.
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14. Select the HTTP Client — Throughput Objective and Impairment Link Statistics check

box to access the

run-time statistics for the test activity.

PN 915-2633-01 Rev C

L[| | L Wiews (Total: 31)
P
L_| EEf port cPU statistics
L_| EEf L2-3 stats for Client Ports
L_| EFH L2-3 stats for Server Parts
LI L2-3 Throughput Stats
L HI]IL.?—3 Frame Size Distribution for Client Ports
L H]ILZ—S Frame Size Distribution for Server Ports
47| L HTTP (Total: 27)

|I£I lilliHTTP Client - Throughput Objective |

LI §l{HTTP Client - Transaction Rates

L_| glliHTTP Client - Transactions

L §l{HTTP Client - Latencies

L_| | liHTTP Client - 1xx, Zwx and 3xx Responses
L i_I_]jH'I'I'P Client - HTTF Failures

L [UJHTI'F-‘ Client - Chunk Encoding [Response)
L [l_]jHTI'F‘ Client - Chunk Encoding (Request)
L [l_]jH'I'I'P Client - TCP Connmections

L [I_]jHTI'F-‘ Client - TCP Failures

L_| EHHTTP Client - Per URL

4l¢| | NetworkImoairments (Total;3).

(%] [ impairment Link Statistics
T (D Impairment Profile Statistics
@Impairment Profile Detail Statistics

Figure 104. Selecting the Active Views
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15. To view the traffic generated for the impaired subnet (traffic limited to the target bandwidth),
select Throughput from the HTTP Client statistics and execute command Drill-down by
Net-Traffic. This command assists in generating a new view for all the traffic performed by

Client Network.

Throughput (Mbps) | 263.187| 262.917| 264.473| 263.846/ 2617
Ti Rate (Mbps) Show/Hide Overnview

Display view as Grid

Hide view

HTTP Client - Throughpy

Define Alert...
Edit Alert...

Rermowve Alert

DrillDown per MetTraffic

Figure 105. Selecting views specific to the Client Network

16. To view traffic performed independently by each activity, access the Net-Traffic throughput
and Drill-down by Activity. This action displays the throughput for each activity

independently.

Ciois [ 1o | o8 | 0 [ |

-mmm-
Show/Hide Overview

@Metworkl : Throughput (Mbps)

Display view as Grid

Hide view

Define Alert...
Edit Alert...

Remove Alert

......................................... DrillDown per Activity

Figure 106. Selecting view specific to the emulated Client Activities

17. From ImpairNet menu, disable the profile. To apply the impairment profile in the hardware,
click Apply Impairments icon in the configuration ribbon. If applying impairment profile
changes is successful, then the exclamation mark on the Apply Impairment icon

disappears.

]

Im palrmen Im pa"menl_'s

Figure 107. Apply Impairment Icon Change
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18. You can obtain information regarding the dropped frames rate by accessing the Impairment
Profile statistics and browsing to the rate limit tab. Analyze the displayed information to
ensure that the packets are dropped at the desired rate.

| 1mpairment Profile Statistics |  Impaiment Link Statistics b x
Stat Name Rate Limit Dropped Frames‘ Rate Limit Dropped Frame Rate|Rate Limit Dropped B\yte5|Rate Limit Drop)
b 1 Default Profile 0 i] i]
2 |Impairment Profile 1 78,300 6,732 112,152,782 |

‘Modiﬁed”Protocols-over-IP Chedksum | Rate Limit | Reordered MMEI [(“ " I [)J

Figure 108. Selecting views specific to configured impairment profile

Test Variables

Use each of the following variables in separate test cases. Use the above test case as a
baseline and modify a few parameters in the same Impairments view. You can create various
scalability tests to utilize the DUT operating completely in presence of actual world network
impairments.

Performance Variable Description ‘

Create multiple profiles | Create up to 16 bidirectional, or 32 unidirectional impairment profiles per
impairment port pair.

Add multiple classifiers | Add multiple classifiers in a single impairment profile. You can copy and
paste the classifiers across impairment profiles by using Copy Classifier
and Paste Classifier commands in the Impairments Configuration tab. A
maximum of 8 classifiers can be added for each link direction.

Apply impairments in You can select to impair one or both the links.
both link directions

Increase Delay Introduce delay to a maximum of 6s for every impairment profile on 1G
impairment module, and to a maximum of 600 ms for every impairment
profile on 10G impairment module.

Apply different delay You can apply uniform, exponential and customized delay variations.
variations
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Performance Variable Description

Apply different drop rates| Apply drop rates from 0-100% in clusters, to a maximum of 65535 packets.

Apply different packet Apply, reorder, and duplicate BER impairments in addition to drop
impairments impairments. Reorder and duplicate impairments are present in the Packet

Actions tab.

Results Analysis

This test proved that WAN Link conditions such limited bandwidth capacity can be successfully
emulated and traffic rate can be selected to impair.

200 - — A B
160 . -
ImpairNet

120 .

Active
80

S
40

158 1:08 1:18 1:28 1:33 148 1:58 208 2118 2:28 2138 248 2:58  3:08
1:03  1:13  1:23  1:33 143 1:53 2:03 213 2:23 233 443 253 3:03 0 3:13

Figure 109. Displayed throughput with impairment conditions

In this test, only traffic for a specific destination IP subnet were impaired, but you can also
impair other packet types in a similar way to completely test the device behavior under limited
bandwidth connectivity.
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Troubleshooting Tips

Issue

Impairment profiles are
enabled, but impairment
statistics are not
updated.

Troubleshooting Solution

Ensure that the Apply Impairments icon is error free. Make sure that
traffic is flowing through the module and the drop rate is not set to 100%.

No traffic is flowing
through the impairment
links.

To ensure that traffic is flowing through the impairment modules:

o Disable all the impairment profiles except the default profile.

e Apply Impairments and check that Rx/Tx Frames statistics for the
impairment link corresponds to the traffic.

e Ensure that both the links for the impairment port pair are
forwarding, that is, the checkboxes for Interrupt Forwarding are
cleared.

An error window
appears, on clicking
Apply Impairments.

To overcome this error:

e Ensure that there is no impairment profile configuration error.
¢ Verify that the impairments are applied with in the configuration
limits.

o Check ImpairNet module specifications for the configuration limits.

Traffic is not impaired
though the Apply
Impairment icon is not
showing any error.

To overcome this error:

Ensure that the classifier value, mask, and offset are set correctly.

Make sure that a profile with generic classifier does not have a
lower priority than that of the desired impairment profile.

o Verify that you have selected the Enabled checkbox for the
configured impairments.

Conclusions

This test verified that the device or system under test is functioning correctly under limited
bandwidth connectivity and we analyzed the effect of throughput for a target destination IP

subnet.
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Test Case: Impairment Testing For Real Time Applications

Overview

The late arrivals or out of order stream of packets highly impact the system stability and user
experience rating. Such behavior is commonly observed on wide area networks with mixed
MTU (maximum transmission unit) limits to maximize bandwidth efficiency and minimize
transport overhead on specific network segments. On high load, the packet buffering
capabilities of the device under test are challenged and packets are delivered with an incorrect
sequence or duplicated due to missing confirmation of arrival for the transmitter.

To test the stability of the voice gateway or media transcoder under packet duplication
conditions, a service provider network cloud emulator such as ImpairNet is used to simulate a
congested network with exhausted resources and improper buffer handling mechanisms. Data
from the powerful statistics provide user experience characteristics for the VolP quality of
service for the impaired type of traffic.

For media transcoding gateways and voice gateways, incorrect order of packets network
emulation is required to determine the system stability for memory leaks and voice engine
coder/decoder functionality for different types of media traffic.

Objective

The objective of this test is to impair the traffic between emulated VolP endpoints using
ImpairNet load module configured to duplicate and reorder RTP packets. This test challenges
the system stability and delivers the key performance indicators for application delivery
measuring the user experience quality factor.

The impairment module can be inserted in any link where it is needed. You can apply the steps
used in this test case for Layer 3 VPN, access router or media delivery gateway.

At the end of this test other test variables are discussed that provide more performance test
cases.

Setup

— Gy —— ﬁg@

ImpairNet

Module SIP Cloud

SIP emulated clients

Figure 110. ImpairNet testing - Setup topology for real time application
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The setup consists of IXIA ports acting as VolP clients with ImpairNet module in between the
simulated users and DUT. This setup emulates a typical voice delivery service for a branch
office or network service provider. The impairment active on the network emulates a wide area

network at the capacity limit with congested buffers queues due to intensive traffic as in peak
service hours.
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Step-by-step Instructions

Performing the step-by-step instructions explained in the following section, result in packet
duplication and reordering Impairments test for the access network topology. The following
instructions serve as a guide to build other traffic impairment test scenarios.

1. Add two NetTraffics for the call initiator and call responder. Configure IP addresses
to match the test environment addressing scheme.

2. The configuration of network depends on the physical connection between the
devices. Access the NetTraffics tab and select the Ethernet layer. Set the PHY
mode accordingly to the used transmission mode; because the available options are
auto media detection, copper, and fiber. This example uses an optical connection.

Metwark 1 -
Stack-1 Ig} Sattings-1 Hgb GratARP-1 “g} DNS-1 J
= Filter-1 Hg TCP-1 J
o P-1 I 4 £ 4
B mac/vian-1 | @ Ethemnet-2 |
Auto Negotiate ELM

Megotiate MasterSlave

Gigabit Full Duplex
Dual PHY

Advertise theabove capabilities during Auto Negotiate. PHYModes | Fiber

[ Force Flow Control Receive

Directed Address | 01:80:C2:00:00:01

Figure 111. Configuring the physical layer connectivity type

PN 915-2633-01 Rev C October 2013 97



Test Case: Impairment Testing For Real Time Applications

3. Add a VolP SIP Peer activity on each side. In this test, we configure the endpoints
using SIP signaling for call establishment and RTP for audio payload transport.
Depending on the scope of test, you can configure different call patterns, again
depending on the network topology or scope of traffic.

Metworks and Traffic - TrafficFlow 1

b ' Networkl

Trafficl

¥ v voIPSipPeer1 | e

Figure 112. Adding a new VoIP SIP activity

4. Using the symbolic link, drag and drop the cursor to link the two activities.
5. Select a Basic call with voice option. Scenario editor automatically populates with
the procedures required for signaling and media transmission.

Please select one of the sample message flow

L
SIP EP - Basic Call with Voice
SIP EP - Basic Call with Multimedia
SIP EP - Basic Call with T.38
SIP EP - Registration and Call with Yoice
SIP EP IMS - Registration and Call with Voice
SIP EP & SIP Server - Registration
SIP EP & SIP Cloud - Registration and Make Call with Voice
SIP EP & SIP Cloud - Registration and Receive Call with Voice

Figure 113. Selecting SIP with RTP activity

Select the VoIPSIPPeer activity on the call originator endpoint.

Select the RTP configuration tab. Enable Calculate advanced statistics and per
stream statistics. This selection assists in delivering the metrics for voice quality of
service and user experience rating.

No

PN 915-2633-01 Rev C October 2013 98



Test Case: Impairment Testing For Real Time Applications

8. For the test execution, configure the RTP ports in the range of 10000 to 20000. Use
these values for the RTP payload stream destination when negotiating the SDP
capabilities. Impairment is applied using the trigger for the RTP packets configured
with these destination ports.

|Scenarin || Execution || Dial Flan Hﬁ” Automatic ”E” Cloud || Codecs I RTP Ia'-\udic: || Video || Fax (T.38) |

Hardware acceleration AudioVideo port: | [10000-20000,1] |

[JRTCP

Calculate advanced statistics

Per Stream Statistics

[ MDI Statistics
[C] Mon-blocking execution Verify all settings | | Restore defaults

Figure 114. Custom configuration for RTP with quality analysis

9. For configuration of RTP payload, access the Audio configuration tab and Enable

audio for the activity. This action enables execution for all audio script functions from

the scenario editor.

10. To enable quality of service rating using E-Model as per ITU-T P.800
recommendations, enable the option Perform MOS. The client application
automatically enables the Calculate One Way Delay option.

Trafficl - VoIPSipPeer 1 (VoIPSip Peer)
|5cenario || Execution || Dial Plan HEH Automatic ”ﬁ” Cloud || Codecsl RTP l Audio I Video || Fax (T.38) || Fax (T.30) ” SRTPl

| Enable audio on this activity (if unchedked, all audio script functions will be SKIPPED) |

Play Settings [ Enahble jitter buffer
Clip: 1US_D42.wav
Format: PCM, Duration: 32785 ms, Size: 524556 bytes
Output level: -20 dBm

() Play for dip duration or TalkTime {all chijectives except Channels)

() Play for: [] Perform Qov

[] Type Of Service

TOS/DSCP:
Perform MOS Calculate One Way Delay [] Generate silence
Mull data encoded Comfort noise
| Verify all settings | | Restore defaults

Figure 115. Audio configuration with enabled quality of service
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11. Repeat the steps from point 5 for the called endpoint, the one terminating the calls.
12. Enable ImpairNet from the ribbon access menu.

Views Traffic
5
[l % Cop
Add MNet Adg Add Remove ||ImpairNet] Rename Test
Traffic = Activit Dok = | Paste Options
Edit Enable ImpairMet |

Metworks and Traffic - TrafficFlow 1

Figure 116. Enabling ImpairNet for test execution

13. Enable ImpairNet from the ribbon access menu.
14. Access ImpairNet menu from the left tree and add a New Profile from the ribbon
command.

ﬂ Home Reports Views Impairment Options

ImpairMet Appl Add Delete Raise Lower Paste
= Impaiments Profile | Profile Priority  Priority C asmfle* Classifier

Impairment |
Figure 117. Adding a new profile for impairment

15. In the newly added profile, select Reorder option and configure the desired values for
the test execution. This scenario reorders packets with a rate of 5%, 3 frames at a
time and skips 1 from the streams passing through the engine.

PN 915-2633-01 Rev C October 2013 100



Test Case: Impairment Testing For Real Time Applications

16. Submit the new changes by enabling the profile configuration.

Percentage of packets to reorder:

Mumber of packets to reorder at a time:

Mumber of packets to skip before sending reordered packets:

5.000

Reorder packets, 2 at a time, skip 3 packets

()

B N I O D —
:IIIIIIIIIIIIIIIIIIIIIIIIIllllli
v
- ...................................... - - - - - -
Time
(04 H Cancel

Figure 118. Configuration details for packet reordering

17. In the current profile, select the Duplicate option and configure the desired values for
the test execution. This scenario duplicates the packets with a rate of 10%, 3 frames
at a time and skips 1 from the streams passing through the engine.
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18. Submit the new changes by enabling the profile configuration.

10,000
Mumber of padkets to duplicate at a time: 3
Mumber of times to duplicate each padket: 1

Duplicate packets, 2 at a time, 2 duplicates each

(ol — —

v
N E O,/ .

Time

(&

Figure 119. Configuration details for packet duplication

Note: To duplicate and reorder the desired packets, configure the appropriate classifiers
in order to impair the targeted RTP traffic. All the unclassified traffic matches the default
profile, with the configured rules of impairment. By design, default profile will not impair
any type of traffic.

19. Enable the Classifier configuration screen for the profile created to impair the target

traffic.
ImpairMet
| EEEEE— |
| Diagram I Profiles I Links |
m Enabled | Reorder Duplicate Classifier | Priority
1 » 5%, 3 at a time, skip 1 packet 10%, 3 ata time, 1 duplicate
2 disabled disabled all packets lowest
Figure 120. Accessing the classifier configuration screen
102
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20. Add a new packet classifier.

© k'
Impairment Profile 1 - Packet Classifier @M
# Matchers Used: 0/8
|55 Add]| € Delete =] Edit
| | Enabled | Pattern Name | Offset | Value Mask Field Size (bits)
OK | [ Cancel

Figure 121. Adding a new packet classifier

21. Add a new protocol layer classifier from the templates manager.

-
&0 Packet Templates Manager

=)

Packet Templates o 3§ /

i® IPv4 Packet

IPv4 Packet
Add/Remove Protocol Layers E:l}:l % & &

IPv6 Packet
IPw4_IPvE Packet

Figure 122. Adding a new protocol layer classifier
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22. Select the desired protocol for classification. This example uses UDP transport
protocol. An extensive list is available for selection for a multitude of L2-7 protocols.

i B’
Select Protocol ﬁ

Quick Search

Layer Protocol | ]|
13 PIM Register Stop Message
13 RSVP
J 13 RGMP
13 RTMP I
|4 TCP
| lapp BFD (Bidirectional Forwarding Detection) =
lapp DHCP
lapp DHCPv6 (Client/Server Message) Z
Ok | I Cancel ‘
A
L o

Figure 123. Selecting the protocol for classification

23. After selecting the target protocol, configure the specific fields of the protocols. This
example targets for impairment of all RTP traffic based on UDP Destination Port.
Submit the changes to save the newly added configuration.

i A
&0 Packet Templates Manager E@ﬂ

Packet Templates I:IE_I % / IPv4 Packet
[ IPv4 Packet Add/Remove Protocol Layers @ se 4 &

IPvE Packet Bﬁ UDP

IPv4_TPv6 Packet BE UDP Header: 2
UDP Source Port
o | CF Dest Port
== LIDF Length

b..e== UDP Checksum

| | Field (UDP.LUDF Dest Port) Offset (bytes): 2 Size (bits): 16 ‘

‘/A’J

Figure 124. Selecting the protocol fields for targeted traffic
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24. Modify the default values for the protocol layer variables to match the considered
traffic for impairment. For the current scenario, configuration is adjusted to match
UDP destination port 10000.

i N
Impairment Prefile 1 - Packet Classifier l_lﬂlﬂ_hJ

# Matchers Used: 1/8

epAdd 3€ Delete | =] Edit

Enabled Pattern Name Offset Value Mask Field Size (bits)
UDP.UDP Dest Port £ 00 00
Value: | 10000| |
Switchto: () Hex (=) Decimal () Binary

Encoded as: 0x27 10

| OK | | Cancel

24

L 4

Figure 125. Configuring UDP protocol layer with destination port for packet classification

Note: You can configure up to 8 protocol fields simultaneously to assist a high
granularity in the classification of the target traffic. The traffic impairs if all of the
configured packet classifiers are matched at the same time.

25. Modify the default values for the protocol layer variables to match the considered
traffic for impairment. For the current scenario, configuration is adjusted to match
UDP destination port 10000. This value represents the destination port for all the RTP
streams the system generates, and destination for the impairment classification.
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26. Assign the ports according to existing network topology to execute the test. ImpairNet
ports are assigned in pairs (ingress and egress traffic).

Assigned Ports

MetTraffic Total Hosts Ass
=Y I Tr=fficFlow1
B--;* = Impairlet@Impairment Metwork

3@  Portl1.1

| -f@  Port112
E}--} Traffici@Metwaorkl (Mon-Aggregated) 1of 2 ports

. LE@ Port1.21
E}--;* Traffic2@Metwork? (Mon-Aggregated) 1 of 2 ports

L.E3  Port1.2.2

Figure 126. Port assignment option for ImpairNet and user emulated traffic

27. Configure the test objective for the scope of the test. This example uses 1000 active
channels objective. This value opens 1,000 RTP connections per each direction for
the emulated endpoints.

Timeline and Objective

| Metwark Traffic Mapping | Objective Type Objective Value
=) E TrafficFlow 1
CH@ Activity Links
Eln-’f"= Channels 1,000
Eﬁ VoIPSipPeer 1@Metwork1 Channels 1,000
Eﬁ VoIPSipPeer 2@Metwaork? Channels 1,000

Figure 127. Configuring test objectives

28. Configure the test execution for 10 minutes sustain time and ramp-up value of 500
channels per second.

29. At this point, the VolP traffic is configured and the profiles for impairments populates
with the target destination traffic to be reordered and duplicated. Execute the test by
accessing the ribbon icon named Start Test. IxLoad begins the required configuration
deployment and starts the test execution.

30. Select the Impairment Link Statistics and RTP per channel statistics check box to
access the run-time statistics for the test activity.
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31. From ImpairNet menu, disable the profile. To apply the impairment profile in the
hardware, click Apply Impairments icon in the configuration ribbon. If applying
impairment profile changes is successful, then the exclamation mark in the Apply
Impairment icon disappears.

@@ b -
" ¢,r ! (CG?)
™ [
Apply ;EEFH
Impairments Impairments

Figure 128. Apply Impairment Icon Change

32. To view the packet duplication and reordering statistics for impairment links, click
Impairment Link Statistics tab in the Impairment Statistics view and then click the
Duplicate tab. Perform the same steps to access Reorder tab statistics.

Impairment Link Statistics

Stat Name Duplicate Frames | Duplicate Frame Rate | Duplicate Bytes | Duplicate Bit Rate
3 1. 10205.1921:1:1->2 3344, 109 4,998 769,145,070 9,195,320
2 |10.205.19.21;1;2->1 3,344,103 5001 789,143,590 5,201,340

|.ﬁ._II||Bit Errnr”DEIay”DrnppEd Duplicate | FCS |Fnrwaru:|ing|| IPv4 Che-:ksum|

Figure 129. Accessing the Impairment specific statistics

Test Variables

You can use each of the following variables in separate test cases. Use the above test case as
a baseline and modify a few parameters in the same Network Impairment. You can create
various stability tests to challenge the DUT operating margins similar to practical network
impairments.
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Performance Variable

Create multiple profiles

Description ‘

Create up to 16 bidirectional, or 32 unidirectional impairment profiles per
impairment port pair.

Add multiple classifiers

Add multiple classifiers in a single impairment profile. Use Copy Classifier
and Paste Classifier commands in the Network Impairment
Configuration tab to copy and paste classifiers across impairment
profiles. You can add up to a maximum of 8 classifiers for each link

direction.

Apply impairments in
both link directions

Select this option to impair one or both the links.

Increase Reordering
percentage

Introduce a larger number of irregularities in the data stream to measure
the influence of out of order packets in the user quality experience.

variations

Apply different pattern

data forwarded.

Apply different patterns for the impairment engine to handle the streams of

impairments

Apply different packet

packet profiles.

Apply packet modifications and BER impairments in addition to reordering
and duplication impairments. These options are available in the Modify

Results Analysis

This test proves that you can successfully emulate WAN link conditions such as packet
duplication and reordering. You can also select specific types of traffic to impair.

| RTP Per Channel (VoIPSip)

1901

1902

F 1903

1904

1905

1306

1907

Stat Mame Iz |Duplicate Packets Received|Lat
10,205, 19, 21/Card 2 Port2 NoIPSipPeer 2/Channel300 |0 312
10,205, 19, 21/Card2/Port2 VoIPSipPeer 2/Channel301 | 0 16
10,205, 19, 21/Card2/Port2 VoIPSipPeer 2/Channel302 UI 17
10.205. 19, 21/Card 2 Port2NoIPSipPeer 2/Channel303 |0 3
10,205, 19, 21/Card 2/Port2 VoIPSipPeer 2/Channel304 | 0 19
10,205, 19, 21/Card2/Port2 VoIPSipPeer 2/Channel305 | 0 312
10,205. 19, 21/Card2/Port2NoIPSipPeer 2/Channel306 |0 22

Figure 130. Displayed statistics for RTP received frames

This test impairs only traffic for a specific UDP port destination. Similarly, you can also impair
other packet types to completely test the device behavior and stability upon receiving
erroneous patterns of packets.
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Test Case: Impairment Testing For Real Time Applications

Troubleshooting Tips

Issue Troubleshooting Solution ‘
Test does not start Ensure that correct PHY modes are set for the ImpairNet traffic ports
execution reporting depending on the connectivity type in use (copper or fiber).

physical link errors
Impairment profiles are | To overcome this error:
enabled but impairment

statistics are not Verify that the Apply Impairments icon does not have any error.
updated.

Make sure that the traffic is flowing through the module and the drop
rate is not set to 100%.

No traffic is flowing To ensure that traffic is flowing through the impairment modules:
through the impairment
links. e Disable all the impairment profiles except the default profile.

e Apply Impairments and check that Rx/Tx Frames statistics for the
impairment link corresponds to the traffic.

e Ensure that both the links for the impairment port pair are forwarding,
that is, the Interrupt Forwarding check boxes are cleared.

An error window appears| To overcome this error:
on clicking Apply
Impairments. e Ensure that there is no impairment profile configuration error.

¢ Make sure that the impairments are applied within the configuration
limits.

e Check ImpairNet module specifications for the configuration limits.

Traffic is not impaired To overcome this error:
though the Apply

Impairment icon is not e Ensure that the classifier value, mask, and offset are set correctly.
showing any error.

e Make sure that a profile with a generic classifier does not have a lower
priority than that of the desired impairment profile.

o Verify that you selected the Enabled checkbox for the configured
impairments.
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Conclusions

This test verifies whether the device or system under test is functioning correctly when receiving
incorrect stream of data. The effect of RTP payload data as received by the emulated endpoint
is also analyzed.
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Test Case: Capture and Replay Network Characteristics To Validate
Application Performance

Overview

After understanding the importance of network emulation testing before deployment, the first
guestion that customers usually ask is, “what impairments should | use to validate application,
device or service performance?” The Anue Network Emulator provides two answers, 1) Anue
Profiler and 2) ITU-T G.1050/T1A-921 IP network models. This section will discuss the Anue
Profiler solution.

Profiler is a free, downloadable, software tool that captures network characteristics such as
delay, jitter and packet loss by sending ICMP pings to user selected network targets on
production networks. The recorded data can then be analyzed in the form of graphed results
that display network behavior over specified periods of time.

The network emulator’s Network Playback feature can then be used to playback the recorded
network characteristics in a lab, allowing application performance to be validated while
subjected to the most relevant real world impairment scenarios.

The following sections explain how to use Profiler to capture live network characteristics and the
GEM network emulator to playback the recorded characteristics in the form of delay, drops and
jitter.

Objective

The objective of this test is to capture the network characteristics of a customer’s production
network and then replay those characteristics in the lab in order to allow application
performance to be validated before deployment.

Profiler will be configured to record for two business days in order to get a thorough
characterization of network performance.

Setup

The setup for this test case requires that Anue Profiler be installed on a Windows (XP/Vista,
Win7) PC that is connected to the production network and has a typical configuration for a user
that will be working in the office. The PC should have access to the networks and servers that
are used for everyday business transactions. Upon starting Profiler, an attempt will be made to
send ICMP pings to defined network targets (computers) and internet websites (as shown in the
figure below). The ping response times (delay/delay variation) or lack of response (drops) is
logged and graphed in the Profiler in order to capture the network characteristics.
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Once network characteristics data has been gathered, it can be loaded into GEM (which sits
inline between the DUTS) and replayed in order to accurately emulate the live network.
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Figure 131. Profiler Capturing Network Impairment Conditions from a Live Network
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Figure 132. GEM Playback of Network Characteristics Recorded by Profiler
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Step-by-step Instructions

Install Anue Profiler on a production Windows (XP/Vista, Win7) PC that is connected to the
network. For example, Profiler can be installed on a PC that is used by the accounting group for
daily accounting transactions.

1. Configure the targets (PCs, servers, websites) that will be used to characterize network
performance. For example, if Profiler is installed on a PC that is used by a member of
the accounting group, the configured target can be a server or a website that is
accessed often by the accounting team to retrieve job quotes or access an employee
salary database.

a. Start the Profiler from the Windows Start menu. The Profiler GUI appears as
shown in the figure below.

Sessions I Session Properties: Profiler Session 1

Name: Profiler Session 1

Descipton:
Padet Avg Max ¥in "
- . Interval Payioad Paets  Peckets Dy Deay  Deay Start Manual
ame  Address Greqfact) Sz DSCP Sent  Drogped  (mse)  (me)  (msed) sto

= Hanual
NIC Selection: Automatic
NIC Name:
TargetCount: 0
Target Defauits

Ping Interval: 1sec
PacketPayload Size: 64 bytes
psce: o

Ed...

Profile Data: No Target Selected [=

)

£

as

Delay (msec)

N

b. From the menu, click File> New Session. The Session Properties window
appears.
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- ™
© sesson Propertessewson « [N
General | Target Defaults

Mame: Capture Met Performance

Description: |

Session Control
Start: |Scheduled v | [ Mon Aug 122013 @ 10:36 AM CDT [+

Stop: :Aﬂ:er a period of ime 2| |d -

Outgoing Network Interface

Selection: :Automaﬁc v: o [.|] o |.|] o [.| O

Mame:

[ Ok ][ Cancel ]

c. Inthe General tab of the Session Properties window, you can configure the
Name and Description fields. Note that in this example, the Session Control
section is configured to start gathering data on a specific date and run for 2 days.
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Click the Target Defaults tab.

i ™
@ Session Properties: Session 4 ‘ ﬁ
Target Defaults

Spedify the initial values for all new targets added to this session.

Metwork Address: :IPMAddress v: 98 |, 138 |, |253 |, T

Ping Interval: 100 |
Packet Payload Size: 64| (64 - 1518 bytes)
DSCP: 0| (0-255)
i i

[ Ok ][ Cancel ]

d. Configure the target Network Address using an IPv4 address or DNS Name (click
the drop down arrow to select this option). Configure the Ping Interval in
seconds or milliseconds. Configure the Packet Payload Size for the ICMP
packet and optionally configure DSCP (DiffServ), if you wish to configure Quality
of Service settings for the packets. Note that the PC must be rebooted before
starting the session if you configure DSCP.

The settings defined here will become the default settings for any additional
targets that are added to this session. This feature is a handy time-saving
shortcut when a majority of the targets are on the same subnet or require similar
settings.

Click OK.

e. If you wish to configure additional targets for this session, click File > New
Target. The default target settings appear. Modify the target settings as
necessary.
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Interpreting and Saving Profiler Data

1. The Profiler Session starts at the time and date configured in the Step-by-step
Instructions section of this chapter.

After a few seconds, ping response statistics begin to display along with a graph similar
to the one displayed in the figure below. Note that the red lines in the graph indicate

dropped packets (ping response was not returned from target) and the blue line
indicates delay/delay variation values.

File Edit Session Help
8 ohmx &

XA
Sessions.

4 || Target Properties: Payroll Server A

Profiler Session 1 (Fiished) Name: Payroll Server A

Network Add '98.138.253.109
. letwork Address
e

M
Delay Ping Interval 100 msecs
(s

Packet

Ping Avg Max
Target Network Interval Payload Packets  Packets  Delay Delay
Mame Address (reqfact) Size DSCP Sent Dropped  (msec) (msec)

ec) Packet Payload Size: 64 bytes
- DSCP: o
Target Statistics

Packets Sent: 342
Packets Dropped: 26
Drop Percent: 7.60%

342.62 msec
Actual Ping Interval: 76 msecs

Profile Data: Payroll Server A

p =70

Latest Packet I
Time Scale: [ 1mn +
Pacet £ 355
Relative Tme: 35.4s
Actual Date:  May 6, 2013
Actual Tme: 15 : 43: 30.400 COT
Delay: 571.350098 msec

Find Max Delay

Selected Time Range

m

Use the mouse to drag out a region on the
ch omi i

Right-cick-on the region to display 2 menu
of choices. m

Over the two day period of recording packet drop, delay, and delay variation, patterns
usually appear in the graph that characterize network activity and responsiveness. The

Profiler GUI also provides detailed information about each ICMP packet that has been
sent.

Once the Session is complete, the graph can be further analyzed by isolating and saving
data from specific time periods or zooming in for greater detail.

Save Log File...

Zoom to Selected
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2. The network characteristics data is stored in a log file with the extension, .anr. The log
file is essential in the next section, when the recorded network characteristics are played
back in the lab.

To locate the log file, select Edit Options from the menu. The Options dialog displays
the default path for the storage of Profiler log files.

[ @ Options ﬁ1

Log File Directory
Enter the name of the directory in which the log files for each profiling session are to be stored.

C:\Users\jdoe\Anue Systems\Anue Profiler

Saved Sessions Directory
Enter the name of the directory in which information about your created sessions is to be stored.

C:\Wsers'jdoelAnue Systems\anue Profiler I
General I
Remember window location and size on exit.
o (em)

For example, the log file stored for the scenario described above is stored is the
following directory, C:\Users\jdoe\Anue Systems\Anue Profiler\Capture Net
Performance\20130812-103604.

The Capture Net Performance folder is the name defined for the session in the General
tab of the Session window. The “20130812-103604" folder is the session start date
(20130812), hour (1036) and seconds (04).
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Replay the Captured Network Characteristics

1. Enter the IP address of the GEM Network Emulator IP address into the URL field of your
IE or Firefox HTML browser.

The GEM Welcome page appears.

2. Select Blade 1 (GEM).

SKIXIA

Blade 4 (GEM)

Blade 3 (GEM)

Blade 2 (GEM)
PHY/MAC Contral
PHY/MAC Stats
Manage Profiles
Memory Allocation

Network Playback

TIA-921/G.1050

Chassis Admin
System Setup
Save/Restore
System Info
Copy Settings
Filter Library
Logging

Help

Reset All Stats

Welcome to your GEM Network Emulator

The Gigabit Ethernet Multi-Profile Network Emulator, or GEM, is a precision test instrument for Gigabit Ethernet emulation testing

GEM accurately simulates the signal delay and impairments that occur during the transmission of Gigabit Ethernet signals.

GEM enables real weorld Gigabit Ethernet emulation testing with signal delay control, Loss of Signal conditions and Ethernet fram
GEM Network Emulators may be used to validate voice and video applications, simulate satellite networks, emulate ISP service

The Emulators may be controlled either via Tdl scripting or thraugh the web interface.

Web Gui: Enabled

security Centrol: [ EEIE

3. The Blade Overview page appears. Select Profile #1.

Overview

Blade 3 (GEM) Configure Classifier — Bandwidth — Delay/Impairments |

Blade 1 (

—Blade 1 Profiles Overview

R @it % Show all Enabled Profiles ¢ Show all Profiles

PHY/MAC Stats
Manage Profiles
Profile Stats
Memory Allocation
Network Playback # Name Enabled Delay
Capture/Replay ok
TIA-921/G.1050
Chassis Admin

System Setup
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Video
DSF
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Drop
Modify
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4. The Network Profile Classifier page appears.

Configure the Network Profile Classifier to impair traffic destined for the application
server (from DUT 1 to DUT 2) and click Apply. The example below uses the destination
IP address of the application server.

Enabled: |/ » MAC
¥ First Tag
Mame: Profile 1Blade 1 P  Second Tag
- ] b mPLs
Revert ] Reset | vl ivea
Source Address: i 1 1 i
Destination Address: 10 .10 10 5 g

5. In the left pane, click Network Playback.
SCIXIA

Blade 4 (GEM)
Welcome to your GEM Network Emulator

Blade 3 (GEM)
Blade 2 (GEM) The Gigabit Ethernet Multi-Profile Network Emulator, or GEM, is a precision test instrument for Gigabit Ethernet emulation testing.

Blade 1 (GEM) >
GEM accurately simulates the signal delay and impairments that ocour during the transmission of Gigabit Ethernet signals.
PHY/MAC Control

PHY/MAC Stats GEM enables real world Gigabit Ethernet emulation testing with signal delay control, Less of Signal conditions and Ethernet frame
Manage Profiles

Brofile Stats GEM Network Emulators may be used to validate voice and video applications, simulate satellite networks, emulate ISP service I

Memory Allocation

Network Playback ‘

TIA-921/G.1050 Web Gui: Enabled

Chassis Admin Security Control: -

System Setup

The Emulators may be controlled either via Tcl scripting or through the web interface.

Save/Restore
System Info
Copy Settings
Filter Library
Logging

Help

The Network Playback dialog appears.

6. Click Add Data File for Playback.

s it

=)

[ Add Data File for Flayback... \ ay A Stop A

Then click Browse.
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7. Select the .anr log file created in the Interpreting and Saving Profiler Data section of this
document. Then click Open.

Lookin: | | 20130507-115958

- 2 B3

=] 10_218 _20_162_to_98_138_253_109.anr |

File name: |C:‘|,L.Isers'!,jdoe‘l,hnue Systems\Anue Profiler

Files of type: [Nue Impairment Files

8. Click the Profile(s) tab.

- —_—
| £ Add Playback_

S5E)

Data File If’roﬂe(s} Illnterval I Repeat | Impai.rments|
Select the file containing the delay values to be used in playback:
|JI’E Met Peformance\20130507-115958410_218 20162 _to_98_133_253_109.anr | | Browse...
File Details:
Property Name Property Value
Source “Anue Systems, Inc.”
Session "Capture Net Peformance”™
Description "Accounting Group™
Target Mame "98,138,253.109"
Target Address 98,138,253, 109
Local Name
Local IP 10.218,20,162
Local MAC unknawn
Drop Timeout 10,sec
Packet Size 64,bytes
DSCP 0
Ping Interval 100,msec
Log Version 1.0.2
GUI Version 1.4.3
Start Time "Tue May 7 17:00:01 2013 GMT"
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9. Select the Network Profile configured in Step 4 (Profile #1).

i ™
L] i Ptk Owa Fic N

Data File | Profile(s) | interval | Repeat | Impairments |

Select the profile to which these delay values should apply:

If the delays are to be bidirectional, select the profile representing the reverse direction:
[7] Bidirectional

|B|ade 3 | |F‘r|:|ﬁle ] |
I |

10. Click the Interval tab.

| Add Playback Data

Data File | Prafile(s) | Interval | R.epeatl I.mpairrnentsl
How should the impairments be applied?
i@ Change the impairments every 100 imsec - i
() Change the impairments every packet(s).

Configure the Change the impairments every setting to 100 msec, because the ping
interval for Anue Profiler was also 100 msec.

11. Click the Repeat tab.

Configure the file playback to Repeat Forever (playback the impairments repetitively
until stopped).

i B
S =

| Data File I Profile(s) | Interval | Repeat | Dﬂpairmentsl

Should the data in the file be played repeatedly?
@) Repeat forever.

() Play the file time(s).
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12. Click the Impairments tab.

i ™

[ Data File | Profile(s) | Interval | Repeat | Impairments |

Which impairments should be controlled by the playback file?

Delay (The delay values will be read from the playback file.)

[] Multiply each delay by a factar of
[7] Offset each delay by ms

Increase delay values below threshold to the minimum delay of 0.03ms

Drop (The playbadk file will control when the profile settings are used.)

Duplicate

[] Rearder (The profile settings are always used.)

Corrupt

CRC Corrupt

Next > “ Finish ]“ Cancel

The Impairment settings can be left at the defaults.

Click Finish.

The Playback Manager appears.
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13. Click Play to start impairment playback.

B

| Add Data File for Playback... ‘

’ b | Play } Mever played.

Upload complete.

14. Application performance can now be observed as the impairment characteristics that
were captured from the live network will be replayed and applied to traffic associated
with Network Profile 1. Recall that Network Profile 1 has been configured to classify

b Play All Stop

Blade 1, Profile 1 Blade 1 (10_218_20_162_ to_98_138 253_10%.anr)

(&) Remove Al

traffic that originates from the application under test that is destined for the application
server (DUT1 to DUT?2).

Note: Applied delay can be observed in the Delay Statistics section of the Profiler
Stats page and packet drop can be observed in the Impairment Statistics section of
the Profiler Stats page. Note that the application of delay and packet drop can only
occur when there is traffic present at the time of impairment application, that is, if the
traffic is bursty, packets can only be delayed or dropped at the time when packets are

being transmitted.

Delay Statistics
Last Second

Minimum Delay  331.027466
Maximum Delay  861.990784
Average Delay B4 613307861

Entire Test

0.009936 ms
972670837 ms
170274094 ms

Overflow Statistics

Bytes Dropped

Packets Dropped

Current

Cumulative

Policer Statistics
Current

Green (Bytes) 6,249 968

Green (Packets) 52966

Yellow (Bytes)
Yellow (Packets)
Red (Bytes)

Red (Packets)

PN 915-2633-01 Rev C

0

0
0
0

Cumulative
273.383.580

2316810
0

0
0
0

Impairment Statistics

Current

Cumulative

Bytes Dropped 1249856 6,249,280
Packets Dropped 10592 52960
Bits Corrupted 0 0
Packets Corrupted 0 o
Packets Reordered 1] o
Packets Duplicated 0 ]
Packets Modified 0 0
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Test Variables

You can use the following variables in separate test cases in order to focus on solutions for
specific network scenarios.

Performance Variable

Description

Record network
characteristics from
several PCs

You can run Profiler on several PCs (for example one from each dept. that
utilize drastically different applications) and then load the recorded log files
into a single GEM unit. Allowing you test several real network impairment
scenarios simultaneously.

Add additional
impairments

Impairments from the Delay/impairments page can be applied to a stream
of traffic in addition to the impairments being applied based on the
recorded network characteristics.

Focus on high traffic
time periods

You can select and save high traffic time periods from Profiler and replay
them continuously to stress DUTSs.

Modify impairment
playback

The Network Playback configuration tabs allow the replay interval of
impairments and delay values to be modified in order to create new
impairment scenarios that are based on the recorded network
characteristics.

Customize the playback
file for granular
delay/drift scenarios

The Profiler log file (.anr) is saved in ASCII text format. The values in the
file can be modified per the instructions in the GEM User Guide. Delay can
be increased or decreased at very granular levels (drift) in order to validate
performance in this scenario.

Apply impairments in
both link directions

The Network Playback configuration tabs allow to you configure
impairment and delay playback in both link directions.

Results Analysis

The Profiler application produces a graphical view of network performance. This information
alone can provide valuable information about the network characteristics and patterns of
network usage by users.

Loading the log files into the Anue Network Emulator allows the captured live network
characteristics to be replayed in the lab subjecting the DUTs to the most realistic, real world,
network impairments and delay.
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Troubleshooting Tips
Issue ‘ Troubleshooting Solution ‘

Profiler fails to reach the client or| Ensure that a firewall is not blocking ICMP packets.
all attempts
An error is displayed when the If your PC has more than one NIC card installed, follow the

Profiler Start button is clicked directions in the Profiler User guide to indicate which NIC card has
access to network you wish to characterize.

No traffic is flowing through the | Ensure that the classifier (Configure Classifier option in the GEM
Network Profile GUI) is configured correctly. Verify that traffic is flowing on the Blade
Overview page. All traffic flows on Network Profile O until it is
correctly classified by a network profile.

| do not see the network Note that the application of delay and impairments can only occur
impairments being applied when | when there is traffic present at the time of impairment application, in
| view the network profile other words, if the traffic is bursty, packets can only be delayed or
statistics page dropped at the time when packets are burst.

Conclusions

This test demonstrates how real world network characteristics can be captured and replayed in
a lab in order to provide the most relevant test scenario for application performance testing.
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Test Case: Verify Application Performance Using TIA-921/G.1050
Network Models

Overview

After understanding the importance of network emulation testing before deployment, the first
question that customers usually ask is, “what impairments should | use to validate application,
device or service performance?” The Anue Network Emulator provides two answers, 1) Profiler
and 2) ITU-T G.1050/TIA-921 IP network models. This section will discuss the GEM TIA-921
feature.

The network models, published by the Telecommunications Industry Association as Tl A-921
and the International Telecommunications Union as ITU-T G.1050, are based on actual network
data provided by anonymous IP service providers and IP network equipment manufacturers.
They are designed to facilitate testing of any IP-based service, including voice, video, data, or
combinations as found in triple-play services.

The models define time-varying values for packet delay, loss, and reorder for 133 typical end-to-
end network configurations with eight levels of impairment severity, resulting in 1064
network/impairment combinations or test cases.

Severity tests are the tests within a test case that have parameters that simulate severity levels
of the test case objective. Severity tests are labeled A-H with ‘A’ being the least severe scenario
and ‘H’ being the most severe scenario.

For example, Test Case 1A has a small amount of delay and jitter and no packet loss, test Case
1H produces a delay of approximately 1 second, a large amount of jitter and packet loss.

Note: A thorough understanding of ITU-T G.1050/TIA-921 can be acquired by reading the
standard. GEM allows you to gain a basic understanding of the test methodology. Select the
best test for their scenario, and then point and click to begin testing.

Objective
In this scenario, an application service provider needs to validate network application
performance over a network being proposed in a Service Level Agreement (SLA).

An SLA typically has a technical definition in terms of mean time between failures (MTBF),
mean time to repair or mean time to recovery (MTTR); various data rates; throughput; jitter; or
similar measurable details. It records a common understanding about services, priorities,
responsibilities, guarantees, and warranties and often includes details about the financial
penalties that occur when these objectives are not met.

This test case allows the service provider to test application performance, experiment with
various equipment settings and fixes and make proactive suggestions in regards to the SLA
before deployment. Testing these scenarios in the lab results in a higher quality of experience
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for the customer at the time of deployment and save the application service provider time and
money (by preventing SLA penalties).

Setup

The Anue Network Emulator is installed inline between the DUTs as shown in the figure below.

Device or System Anue Network Emulator Device or System
underTest under Test
—f— — -— i

S ] ‘B — DuT
-

Inline delay, impairments,
bandwidth policing/shaping,
modification

Figure 133. Anue Network Emulator Installed Inline Between DUTs

Step-by-step Instructions

1. Enter the IP address of the GEM Network Emulator IP address into the URL field of your IE
or Firefox HTML browser.

The GEM Welcome page appears.

2. Select Blade 1 (GEM).

e
SLIXIA
Blade 4 (GEM)
Welcome to your GEM Network Emulator
Blade 3 (GEM)
Blade 2 (GEM) The Gigabit Ethernet Multi-Profile Metwork Emulater, or GEM, is a precision test instrument for Gigabit Ethernet emulation testing
Blade 1 (GEM) »>
GEM accurately simulates the signal delay and impairments that occur during the transmission of Gigabit Ethernet signals.

PHY/MAC Control
PHY/MAC Stats GEM enables real world Gigabit Ethernet emulation testing with signal delay control, Loss of Signal conditions and Ethernet fram:
Manage Profiles

[ GEM Network Emulators may be used to validste voice and video applications, simulate satellite networks, emulate ISP service

Memory Allocation
The Emulators may be controlled either via Tel scripting or through the web interface.
Network Playback
TIA-921/G.1050 Web Gui: Enabled
Chassis Admin Security Control: -
System Setup
Save/Restore
System Info
Copy Settings
Filter Library
Logging

Help

Reset All Stats

3. The Blade Overview page appears. Select Profile #1.
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Overview
Blade 3 (GEM) Configure Classifier — Bandwidth — Delay/Impairments |
Blade 1 (GEM) »» ) )
—Blade 1 Profiles Overview

PHY/MAC Control . .
i ontre # Show all Enabled Profiles # Show all Profiles
PHY/MAC Stats

-
Manage Profiles E

E
Profile Stats o

2 o =
Memary Allocation -5 g E F

el T 2 =

= o’ ]
Menaorkblayhack # Name Enabled Delay & = & E ﬁ E E
Capture/Replay o b
Default v 0.00ims

TIA-921/G.1050

Chassis Admin L M

2

System Setup

4. The Network Profile Classifier page appears.

Configure the Network Profile Classifier to impair traffic destined for the application
server and click Apply. The example below uses the destination IP address of the

application server.

Enabled: |/ » MAC
¥ First Tag
Mame: Profile 1Blade 1 P  Second Tag
- ] b mPLs
Revert ] Reset | vl ivea
Source Address: i 1 1 i
Destination Address: 10 .10 10 5 g

PN 915-2633-01 Rev C October 2013 129



Test Case: Verify Application Performance Using TIA — 921/G.1050 Network Models

5. Inthe GEM GUI, select the TIA-921/G.1050 option.

Blade 4 (GEM)
Welcome to your GEM Network Emulator

Blade 3 (GEM)

Blade 2 (GEM) The Gigabit Ethernet Multi-Profile Network Emulator, or GEM, is a precision test instrument for Gigi

Blade 1 (GEM) >>
GEM accurately simulates the signal delay and impairments that occur during the transmission of ¢
PHY/MAC Control

PHY/MAC Stats GEM enables real world Gigabit Ethernet emulation testing with signal delay control, Loss of Signal

Manage Profiles
Profile Stats GEM Network Emulators may be used to validate voice and video applications, simulate satellite m
Memory Allocation
The Emulators may be controlled either via Tcl scripting or through the web interface.
Network Playback

TIA-921/G.1050 Web Gui: Enabled

Chassis Admin Security Control: -

System Setup
Save/Restore
System Info
Copy Settings
Filter Library

Legging
The TIA-921/G.1050 dialog appears.
6. Select Blade 1 and Profile 1.
a. Select Display Test Cases TIA-921*.

b. Select test cases 1 and 2, because these tests correlate best to the proposed
network Service Level Agreement.
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@ (]

1: (Profile 1Blade 1) ~

1l

| (ESE

Note: By clicking the All hyperlink in the Severity heading (shown in the figure above), you can
view a detailed description of the severity settings for the test cases as defined per TIA-
921/G.1050 (shown in the figure below). Also note that individual severity levels can be disabled
(by clearing the Enable checkbox).
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7. The options at the bottom of the TIA-921/G.1050 page (shown in the figure below) can be
left at the defaults until you become more familiar with the network models and wish to
customize the playback of the test scenarios. The options are described in detail in the TIA-
921/G.1050 Settings Appendix.
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8. Click Start to begin the playback of the configured network scenarios.

GEM begins to apply the network impairments as defined in the configured TIA-921 test
cases to the Network Profile traffic. You can now validate the application performance
under these real world network conditions.

Note: The application of delay and impairments can be observed in the Profile Stats
page in the GEM GUI. Note that the application of delay and impairments can only occur
when there is traffic present at the time of impairment application, in other words, if the
traffic is bursty, packets can only be delayed or dropped at the time when packets are

burst.

Test Variables

You can use the following variables in separate test cases.

Performance Variable ‘

Validate performance
against all of the test
case severity levels

Description

For a more comprehensive evaluation, configure the test case severity
levels outside of the known SLA parameters in order to gain a better
understanding of performance in non-ideal scenarios. You could possibly
discover that the SLA is over-provisioned (resulting in unnecessary
additional monthly costs).

Modify the TIA-921
options and parameters

See Appendix B for details about the TIA-921 parameters and options
such as Bandwidth Limit. (Bandwidth Limit restricts the network profile
bandwidth to the speed of the slowest link or rate specified in the test case
that is running. Note that this feature is not required by TIA-921 or G.1050.
It has been provided to make testing more realistic.)

Troubleshooting Tips

Issue

The Network Profile
statistics indicates that
there is no traffic

Troubleshooting Solution

Ensure that the classifier (Configure Classifier option in the GEM GUI) is
configured correctly. Verify that traffic is flowing in the Blade Overview
page. All traffic flows on Network Profile O until is correctly classified by a
network profile.

I do not see the network
impairments being applied
when | view the network
profile statistics page

Note that the application of delay and impairments can only occur when
there is traffic present at the time of impairment application, in other words
if the traffic is bursty, packets can only be delayed or dropped at the time
when packets are burst.
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Results Analysis

The configured TIA-921 test cases demonstrate the ability of the application to operate as
designed in the presence of common network impairments like drop, delay, and jitter. You may
also want to experiment with various application configuration settings to see if application
performance can be improved under these network conditions.

Conclusions

This test demonstrates how real world network characteristics can be reproduced in the lab by
using the industry standard network impairment scenarios defined in ITU-T G.1050/TIA-921.
This test allowed for the validation of application performance and the test variables also
provide a method to validate the proposed SLA.
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Test Case: Verify Storage Disaster Recovery Fail Over

Overview

For many large companies, verifying remote data center disaster recovery represents an
important business and regulatory requirement. This is because the delays and impairments
experienced on an optical network can have a devastating effect on software applications and
storage. Day-to-day operations can be disrupted as decreased throughput and response times
lead to applications that crash or become effectively unusable.

This test case helps the customers to validate their failover mechanism and application
performance once failover has occurred, giving them confidence that their solution is in
compliance with their business and regulatory requirements.

The customer’s primary data center islkm away from the company campus. The secondary
(backup) data center is 6km away from the company campus.

Objective

The objective of this test is to:

1. Emulate the network between the clients and the primary data center.

2. Observe client application performance and throughput to establish a baseline.
3. Emulate the network between the clients and the secondary data center.

4. Introduce Loss of Signal between the client and secondary data center, which results in a
failover to the secondary data center.

5. Observe the client application performance and throughput.

Setup
Hardware Setup

FC-4 (Fibre channel 4) network emulator load running on the Hawaii network emulator is
required.

Make the connections between the clients, switch, network emulators, and data center servers
as shown in the figure below.

Notes: Ixia Network Impairment solutions allow the links to the data centers to be 1/2/4G Fibre
Channel, 1/10/40G Ethernet or various SONET/SDH rates. The scenario shown in the figure
below can also be created with an Ixia single chassis network impairment solution. For example,
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a 4 blade Anue Maui chassis could support both the primary and secondary network links as
shown in the figure below.

Secondary Data Center

Primary Data Center

5 us delay (1 km), .01 percent packet loss

=

L2
\ e
L
oner Detection Switch

Notes:
Ixia Network Impairment solutions allow the links to the data
centers to be 1/2/4G Fibre Channel,1/10/40G Eth or SONET.

Clients

The scenario above can be created with a single chassis
solution.

Network Emulator GUI Setup — Primary Data Center

This section describes the steps required in the network emulator GUI to emulate the Primary
Data Center network displayed on the left side of the network diagram above.

1. Inthe Primary Anue FC-4 network emulator GUI, click Blade Controls, and then select
Blade 1.

}( IXIA (| Biade controis n Blade Status | System Info

FC Mode (FC-4x)

Operating Mode and Bit Rate Control
These controls allow you to change the operating mode of the device.

Operating Mode: Fibre Channel (FC) ¥ (Currently: Fibre Channel (FC))
Bit Rate: [SELECT] ~ (Currently: FC-4x)
[ setOperating Mode |
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2. Configure the following:
a. 1km —then click Set Delay

b. Frame Drop Interval = 1000 (.01 Percent packet loss) — then click Set Drop.

Blades Available Blade 1 (bottom)
Delay Settings Target Settings Frame Drop Seftings

Delay Mode: Static Delay Status Disabled =
Blade 1 Mode: Static - Delay: 1.000000 km Replace with: dle  ~ |Interval 1000
Delay: 1.000000 km ~ Distribution:  Periodic ~ Sid Dev
Set Delay Set Drop
BER Settings L e
aser Control
Status: Disabled - Type: Single bit -
Mode: Normal -
Rate: 0.00 E-03 - Burst Length:
Distribution Periodic  ~ Std. Deviation: -
Set BER

3. Observe client application performance and throughput to establish a baseline.

Network Emulator GUI Setup — Secondary Data Center

This section describes the steps required in the Network Emulator GUI to emulate the
Secondary Data Center network displayed on the right side of the network diagram above.

1. Inthe Secondary Anue FC-4 network emulator GUI, click Blade Controls and then
select Blade 1.

‘)g IXIA (| Biade controis n Blade Status | System Info

FC Mode (FC-4x)

Operating Mode and Bit Rate Control
These controls allow you to change the operating mode of the device.

Operating Mode: Fibre Channel (FC) ¥ (Currently: Fibre Channel (FC))
Bit Rate: [SELECT] ~ (Currently: FC-4x)
[ setOperating Mode |
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2. Configure the following:

a. 6 km —then click Set Delay

b. Frame Drop Interval = 100 (1 Percent packet loss) — then click Set Drop.

Blade Status |

System Info

System Config

| HELP |

FC Mode (FC-4x)

SIXIA

Blades Available Blade 1 (bottom)
Delay Settings

Blade 1 Mode: Static -

Delay: 6.000000 km -
BER Settings
Status: Disabled ~
Rate: 0.00 E-03 -

Distribution Periodic  ~

Target Settings

Delay Mode: Static Delay

Delay:

Type:
Burst Length:

single bit

Sid. Deviation:

6.000000 km

The Primary and Secondary networks are now configured.

Step-by-step Instructions

Frame Drop Settings
Status Disabled ~

Replace with: Idle - Interval: 100

Distribution:  Periodic ~ Std. Dev:

Laser Control
Mode: Mormal A

Create Network Failover — Then Validate Application Performance

1. Inthe Primary Anue FC-4 network emulator GUI, click Blade Controls and then select

Blade 1.

2. Inthe Laser Control section, set the Mode to: LOS (off).

3. Click Set Laser.

Blades Available

Blade 1

Blade 1 (bottom)
Delay Settings

Mode: Static ~
Delay: 6000000 km -

Set Delay

BER Settings
Status: Disabled -

Rate: 0.00 E-03 -~

Distribution Periodic  ~

Blade Coupling

Disabled -

Target Settings

Delay Mode: Static Delay

Delay:

Type:
Burst Length:

single bit

Sid. Deviation:

-

6000000 km

Frame Drop Settings

Status Disabled ~
Replace with: Idle - Interval: 100

Disfribution:

Periodic » Sid. Dev:

Laser Control
Mode: LOS (offy ~

4. At this time, the Failover Detection Switch should detect the Loss of Signal and switch
the client connection from the Primary Data Center to the Secondary Data Center.
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5. Check the console or terminal of the of Failover Detections switch to ensure that the
switchover occurred successfully.

Observe client application performance to validate that the secondary network (as

emulated by the Anue Network Emulator) provides acceptable performance and
response time when the clients connect to the backup data center. The criterion for
judging application performance is specific to the individual applications being used; for
example opening files, saving files, making database updates, rendering drawings,and
storing them at the usual network location, and so on.

Test Variables

Add additional
impairments

Add bit errors based on current Primary Data Center network performance
or SLA.

Validate performance
against similar network
delay and drop
impairment scenarios

For a more comprehensive evaluation, configure the network impairments
outside of the known secondary network parameters in order to gain a
better understanding of performance in non-ideal scenarios. You could
possibly discover that the SLA is over-provisioned (resulting in
unnecessary additional monthly costs).

Troubleshooting Tips

Issue

Traffic is not flowing and
the DUT may report that its
ports are in loopback

Troubleshooting Solution ‘

Note that the Anue Network Emulation cabling configuration for Fibre
Channel is different than the cabling for Ethernet gigabit fiber cabling.
Details are provided in the Anue Fibre Channel and GEM User Guides.

Ports on the Anue Network
Emulator and the DUT do
not synch up

Ensure that you are using supported transceivers for this type of testing.
Ensure that the transceivers and mode of fiber cabling match. See
troubleshooting tip #1.

Results Analysis

This test clearly demonstrates the effect of delay on fibre channel communication links. The test
may also allow network equipment settings like buffers to be adjusted on the secondary link to
find out, if they can increase the performance.
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Conclusions

This test demonstrates how to use the Anue Network Emulator to emulate a data center
network failover. After the failover condition is emulated, application performance can be
validated based on the network characteristics of the secondary network.
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Appendix A: Enabling and Analyzing the Packet Captures
You may enable packet capture when:

e Ixia ports are used for control and/or data plane traffic

o Packet capture and analysis is required to select the packets for impairment
o Classification methodology of packets for impairments is essential

1. Inthe main IXNetwork navigation window, click Captures and select Control — Enable
check box for the required port. This action activates bi-directional packet capture.

£ {4} * Captures

Port Port

St Paort Marne Captures Cata - Enable Control - Enable
1 L D 1 7
z @  Port2 - DHCPv6 Server 1 7

2. Click Packets column to examine the packets.

Captures for port{s): Portl - DHCP¥6 Client,Port2 - DHCP¥6 Server

Capture Mame Started Ended Duration «  |Packets Conneckions Huosts
v = Partl - Contral 05/04/2011 15:53:02 05/04)2011 16:12:53 00:19:51

= Port2 - Control 05/04/2011 15:53:02 05/04/2011 16:12:53  00:19:51

-
=)
=
—
2
s
=8

(3]
-
[m]
|
_
-

3. Double click the Packets column to bring up packet decoding view.

Note: The Data capture is Rx capture which only captures incoming packets, including both
control and data packets. The Control capture is a bi-directional PCPU capture which
captures control packets only.
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Appendix B: Anue Network Emulator TIA-921/G.1050 Settings

This Appendix describes the setting options available when configuring Anue Network Emulator
TIA-921/G.1050 tests.

Duration of each selected test: The length of time each selected test case runs, in seconds.

Valid Range: 1 - 1,000,000

Settling time between tests: The amount of time (in seconds) to pause between the execution
of each selected test.

Valid Range: 0 - 3,600

Loop Through Selected Tests: Select whether to loop through the selected tests once, twice,
or forever. All tests will be run through sequentially and then will run again if indicated.

Random Number Seed: Provides control of the Random Number Seed used when generating
random numbers to be used as values for TIA 921 Impairments.

When the same random number seed is used, a session is configured with the same sequence
of impairment values.

Valid Range: 1- 4,294,967,295 (The default value = 1)
Reset Random Number Generator: Indicates if the Random Number Generator is reset.

e Only once at the start: The random number seed is changed to a new value only once at
the start of the series of tests that are scheduled to run. For example, if tests 1A, 1C, and 2A
were scheduled to run, the random number seed changes before test 1A and not change
again during the test cycle.

o Before each loop: If the Loop Through Selected Tests option is set to a value other than
1, the random number seed is changed to a new value before the start of each loop (sequence
of tests).

o Before each test: The random number seed is changed to a new value before each individual
test. For example, if tests 1A, 1C, and 2A were scheduled to run, the random number seed is
changed before each test is run.

e Never: Do not change the Random Number Seed (do not reset the random number

generator).
Core Latency Mode: Select whether to use regional delay values (TIA-921) or intercontinental

delay values (G.1050).

o For TIA-921 compliant testing, this should be set to regional.
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e For G.1050 compliant testing, this can be set to either regional (same behavior as TIA-
921) or intercontinental (larger max delays) to model longer links found in international
networks.

Bandwidth Limit: Check the box to Enforce Bandwidth Limit in the model. This feature
restricts the network profile bandwidth to the speed of the slowest link or rate specified in the
test case that is running. Note that this feature is not required by TIA-921 or G.1050. It has been
provided to make testing more realistic.

Model Settings

Model Settings

Packet Size 255 bytes (64-10000)
Packet Interval  |4.000 ms (0.05-1000.000)

Update Rate (tick) |4.000 ms (0.05-4.000)
Select the sub-parts of the TIA-521/G.1050 model to use
LAN A Access A Core Access B LAN B

Packet Size: Indicates the average packet size of the traffic used for the tests.

Valid Range: 64-10000 bytes

Packet Interval: Indicate the interval between the packets of the traffic used for the tests.
Valid Range: 0.05-1000.000 ms

Note: The Packet Size and Packet Interval parameters are provided in order to account for
serialization delay.

Serialization delay is the time it takes for a unit of data, such as a packet, to be serialized for
transmission on a narrow (For example, serial) channel such as a cable. Serialization delay is
dependent on size, which means that longer packets experience longer delays over a given
network path.

Serialization delay is also dependent on channel capacity (bandwidth), which means that for
equal-size packets, the faster the link, the lower the serialization delay.

The Packet Size value is used to adjust the packet delay. Delay is increased for larger packets.
The Packet Interval value is used to calculate how much bandwidth is being used.

Update Rate (tick): Specify the interval for playback.

Valid Range: 0.05 — 4.000 ms
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Note: The Model Update must be 4.0 ms to run a session locally. To run a session at a faster
update rate, use the Save to File button to save the session and then use Play from File
button to load and play the session.

Select the sub-parts of the TIA-921/G.1050 model to use:
LAN A, Access A, Core, Access B, LAN B

Default (button): Clicking this button resets the Model Settings to the defaults.
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