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This Test Plan Primer contains a general outline for testing a particular technology. Not all the capabilities of Ixia
technology have been exposed in this document. Please feel free to contact us if additional capabilities are required.



1. Introduction

Prioritized access to bandwidth on congested WAN and Internet access links is increasingly managed by a set of dedicated traffic
shaping devices or firmware features in higher-end routing products. The critical success criterion for these devices is to enforce
policies at the application level, and, increasingly, at Layer 7. This allows network performance to be ensured for mission-critical
applications while pacing network access for recreational applications and sessions (e.g., Yahoo Messenger and private web
surfing). Mapping each type of traffic to a specific bandwidth allocation policy ensures that each traffic type receives appropriate
bandwidthand that malicious activity is more effectively blocked.

Many of these traffic shaping systems offer features to specify bandwidth minimums and/or maximums for a seemingly
infinite number of applications, sessions, users, IP addresses, port numbers, and other traffic subsets. This level of discrete control
is essential. Using web traffic as an example, simply managing it by HTTP protocol and port number is no longer sufficient. Instead,
intelligent L7 payload inspection functionality allows the administrator to devise traffic prioritization and access control policies based
on the destination of the HTTP GET request.

The new script-embedded payload (SEPL) functionality released in IxChariot 6.0 was designed specifically to test the scalability of
traffic shaping devices under load. With SEPL, you can easily define tens of thousands of L7 payloads that these devices will
inspect and then implement the appropriate bandwidth allocation policies. In addition, the Denial of Service tests in IxChariot also
provide concrete evidence on the ability of the System Under Test (SUT) to handle common attack traffic while maintaining required
network performance for critical applications.

2. Overview of Layer 7 Payload Definition Options in IxChariot

With the introduction of script-embedded payloads in release 6.0, there are now two key options used to define the L7 payload in
IxChariot.

It is important to note that in the IxChariot testing approach, L7 payloads are defined as all data that is encapsulated by TCP, UDP
and RTP, using either IPv4 or IPv6 in the network layer.
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2.1 Script-Embedded Payloads (SEPL)

The new Script Embedded Payloads (SEPL) feature in IxChariot offers a new way to define a specific L7 payload for every “SEND”
command in an IxChariot script. A number of scripts in the “Internet” library of IxChariot have been converted to ship with an
embedded L7 payload by default. As shown in the screen below, the "SEND type” command specifies the “Embedded payload.”

B Script Editor - HTTPtext_Payload.scr

Fle Edit Insert Help

[FTTPtextwith Payload AT #[r e[ FBE]
Line  Endpoint1 Endpoint 2
1 SLEEP
2 time = initial_delay (0)
3 LOoP LoOP
4 count = number_of_timing_recards (50) count = number_of_timing_records (50)
5 START_TIMER
1] LooF LOOP
7 count = transactions_per_record (1) count = fransactions_per_record (1)
] CONMECT_INITIATE CONNECT_ACCEPT
] port = source_port (AUTO) port = destination_port (80}
10 SEND RECENE
Il size = 444 size = 444
12 buffer = eend_huffer_size (DEFAULT) buffer = receive_buffer_size (DEFAULT)
13 ype = hita_get_data (Embedded payload)
14 rete = send_data_rate (UNLIMITED)
15 RECEINVE SEND
16 size = 3008 size = 9008
17 Luff i

1]
number_of_timing_records 50 50
transaciions_per_record 1 1

send_buffer_size DEFAULT DEFAULT
receive_buffer_size DEFAULT DEFALLT

E
DISCONMECT DISCONMECT
type = close_type (Reset) tvpe = close_type (Reset)

INCREMENT_TRANSACTION
END_LOOP END_LOOP
END_TIMER
SLEEF

firna = wancartinn dala MM ﬁ

Variahle Name Current Value DefaultvValue Carnment

firs on
Haow many timing records to generate
Transactions pertiming record

How many bytes of data in each SEND

send_dala_rate UNLIMITED UNLIMITED How fastta send data
transaction_delay 0 0 Milliseconds to pause
destination_port a0 80 \What portta use for Endpoint 2
close e Reset Reset How connections are terminatecd

How many bytes of data in each RECEIVE

£

Figure 1: Script Editor dialog of HTTPtext_Payload script

Clicking on the “type” line in the “SEND” command opens the payload definition dialog box. You can use this option to define the L7

payload by either typing it in the provided field or by importing a binary or text file.
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Edit Parameter

Farameter |Send Data Type ﬂ & “arahle

Variahle name |http_resp0nse_data ﬂ

Currentwalue |Embedded paydoad -
3008 bytes (e

Traffic., Real World Metwork Testing. Real World ~
Testing, Switch Testing, Router Testing., Network =
Performance Testing., laver 4-7 Testing. Enterprise
Application testing, Wi-Fi Testing, IzChariot,

Chariot, VPN testing, VoIP Testing'>

Defaultvalue |NOCOMPRESS - (randomly generated) ﬂ

Comment |The payload for response o HTTF GET

Variahle help

This wariable controls the embedded payload data thatwill be sent inresponseto A
the HTTP GET. Script Embedded Payload can be added here when the
http_response_datatype is changed to EMBEDDED_FAYLOAD.

In this example, the datatype is NOCOMPRESS (randorm data). v

QK | Qancel| Help ‘

Figure 2: Definition dialog for custom L7 payload

Pressing the import button will open a dialog box where you can select a file (e.g., text file) and then create a slice of the file by
changing the offset and/byte count to be included in the SEND command.

Import data from files

Filename |dereginf0.txt
Dffset 0 of 1006 wtes
Count 1006 of 1006 wtes

Ly

This license cannot be reissued until you
have
successfully completed deregistration
according
to the following instructions:
If wvou have access to the Web:

Go to the Ixia Registration Center

at http:-rregister.iziacom.com r

Cancel Helg

Figure 3: Import file dialog with sample text file

Note: SEPL payloads are limited to 27000 bytes.
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2.2 Attaching Custom Compression Files (.cmp)

In addition to the “Embedded Payload” option in the SEND command of every IxChariot, there are also a number of pre-configured
compression files (e.g., news.cmp, lena.cmp) that you can use to define a L7 payload. IxChariot lets you define up to ten different
files (e.q., userXX.cmp) to be associated with every SEND command. Though these custom files need to be pre-loaded into the
same host running the Performance Endpoint, their advantage lies in the fact that payload sizes for these files can extend to many

megabytes.
Parameter |Send Data Type ﬂ @ “ariable
“ariable name |send_datalype ﬂ

(newsgroup)
lena.cmp - DEFALILT Graphic file (GIF format)
Embedded payload - (user defined)

userll.cmp - User provided file b

Defaultvalue |NOCOMPRESS - (randomly generated) j

Comment |Whattype of data to send

“ariahle help

This wariable lets you control the contents of the data sent during atest. The default, -~
NMOCOMPRESS, defeats most network compression algorithms by sending aloop

of randomly generated data. ZEROS sends all zero data. The standard text file
MNMEWS.CMF and the standard graphics file LENA.CMP should be used for most b

[8]:4 | Cancel Help

Figure 4: Dialog option to define pre-loaded or custom L7 payloads using .cmp files
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3. Principal Test Cases for L7 Traffic Prioritization

3.1. Setup

A minimum of two Ixia ports are required with L2-7 traffic generation capabilities and/or server-based ports running the Performance
Endpoint appropriate for the server operating system. These ports are physically connected to the “Inside” and “Outside” ports of the
SUT, respectively. The IxChariot console can be run either directly on the Ixia chassis or separately on a workstation connected to

the chassis’ management port.

L7 Traffic
Shaper

Outside

Inside

IxChariot
Console

Performance
Endpoint 1
-—

Figure 5: Setup for bracketing L7 traffic-shaping device under test by two Ixia ports running Performance Endpoint for IxOS

The following tests are based on using Performance Endpoints for IXOS.

3.2. Test Methodology

The test should involve as many ports running IxChariot Performance Endpoints as there are test ports accessing the network
and/or System Under Test. In this case, there is a single ingress/egress port pair, so multiple interfaces are aliased on the Ixia ports
to allow the creation of multiple pairs with different source/destination IP addresses. Tests are then executed with run options set to

a fixed time.

Stateless traffic is generated using dedicated Ixia hardware FPGAs; whereas, stateful IxChariot traffic is generated using the port

CPUs resident on the same ports of the Ixia Load Modules.

Testing L7 Traffic Shaping Policies with IxChariot
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3.3. Test Case 1
Objective

The objective of the following test scenario is to establish a baseline throughput measurement of stateful traffic through the SUT
without enabling any traffic prioritization policies.

Input Parameters
The primary input parameters for this test include:

o |Pv4 addresses configured on the Ixia ports running the Performance Endpoints for IXOS to create one pair (e.g., 172.30.30.1
and 172.30.31.1)

o IxChariot scripts — “Throughput” and “HT TPtext_Payload”
o Network protocol - TCP

o Endpoint 1 (E1) Setup addresses (i.e., management port IPv4 addresses of Ixia port)

* Run Option set to a fixed duration of one minute

TestSetup  Throughput ITransactan Rate} Response Tlmew Raw DataTotalsl Endpoint Cnnhguramnl 80211 }

Timing Records | 95% Confidence | Average | Minimum | Maximum | Measured| Relative
Group Run Status Cormpleted Interval | (Mbps) (Mbjps) (Mbps)| Time (sec)| Precision

EIAll Pairs 139 1864 1848 1869
Peir |_Finished 35 0.001 1864

Legend
Throughput — Pair 1 - Baseline Thraughput Test

1.9000

1.8800

0
o
=)
=
1.8400
1.8200
1.8000 ; T ; T T
0:00:00 0:00:10 0:00:20 0:00:30 0:00:40 0:00:50 0:01:00
Elapsed time (h:mm:ss)
|Paire: 1 |Start 3/18/2006, 3:20:44Ph  [End:3/18/2005, 32144 P [Run time: 00:01:00 |Ran to completion

Figure 6: Baseline test result through the SUT with no L7 traffic-shaping policies using “Throughput” script

The test above relied on the standard “Throughput” script — a benchmark script in the IxChariot script library optimized to measure
the L7 goodput (i.e, not including any header information) of a device and network. In this case, the average throughput by
IxChariot was a little less than 1.9 Mhit/s, which is within range of the SUT's stated 2Mbit/s limit.

Since most of the following tests that exercise the L7 payload identification and shaping schemes of the SUT are based on the
HTTPtext_Payload script in IxChariot, it is recommended that you re-run the same test again with the HTTPtext_Payload script to
determine the baseline throughput for a pair running this particular script.

6 Copyright © Ixia, 2005 Testing L7 Traffic Shaping Policies with IxChariot



B ixChariot Test - C:\DOCUME-1\cbuerger\MYDOCU-1\xiaMXCHAR- 1\COLLAT-1\NEWSLE- 1\XCHAR-2\L7TRAF-1cHRIs™-1... [ ||

Ele Edit Yiew Run Window Help
VT | e 1€ ) (e male ) 5 ) (@) BTN
Test Setup ;Throughput; Transaction Rate] Response T\mel 5=03 DataTUlaIs] Endpoint Cunf\guratiun] a0z.11 ]
Timing Records | 95% Confidence | Average | Minirnum | Maximum | Measured [ Relative
Group Run Status Completed Interval| (hMbps) (Mbps) (Mbps)| Time (sec)| Precision
E All Pairs 1.406 1.773 0.286 1.990
1} Pair 1 Finished: Warning(s) 1,406 0.044 1.787 0.286 1.9490 59.488 2476
Legend
Throughput p—
2.0000
BB LLLL TITYYrrTmY 1\I'H|II'I! n T TN |[FT F[WT 1T * ALLER AL T LLLLARIRE 1}
1.7700 HH 1 pr’r ‘ V
1.4700
o
S1.1700
=
0.8700
05700
0.2700 T T T T T
0:00:00 0:00:0 0:00:20 0:00:30 0:00:40 0:00:50 0:01:00
Elapsed time (h:mm:ss)
[Paire:1 [Start: 3/18/2005, 61736 P [End: 3/18/2005, 5:18:36 Pk [Run time: 00:01:00 [Ran to completion

Figure 7: Baseline test result through the SUT with no L7 traffic-shaping policiesusing default “HTTPtext_Payload” script

In some test scenarios, it may make sense to overload the SUT by generating a high line rate of stateless traffic to determine
whether prioritization policies are still accurately enforced. If this is the case, it is recommended that you determine a baseline
throughput result for this traffic type as well.
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: [ |ALL|TCP|SCR‘EP1 ‘EP2|SU |F'G |F'C | B | m
Test Setup : Throughput i § One-ay Delayl ] LostData} Raw DataTDtaIs} Endpaint Conﬁguration] Datagram | 802,11 ]
Timing Records | 95% Confidence | Awerage | Minimum | Maximum | Measured| Relative
Group Fiun Status Completed Interval [ (Mbpsi|  (Mbps) (Mhbps) | Time (sec)| Precision
E Al Pairs 19 1.722 1.712 1.735
11 Pair1 Finished 14 0.060 1722 1712 1.735 59.446 3.484
Legend
ThroughpUt — Pair 1 —IMIx Frame Size
2.0000
1.8000
15000
[w
O
= 14000
1.2000
1.0000 T T T T T
0:00:00 0:00:10 0:00:20 0:00:30 0:00:40 0:00:50 0:01:00
Elapsed time (h:mm:ss)
|Pairs:1 |Start 3/18/2005, 35555 P [End: 3/18/2005, 35655 P |Fun time: 00:07:00 |Ren to completion

Figure 8: Baseline test result through the SUT with no L7 traffic-shaping policies using default “HTTPtext_Payload” script
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3.4, Test Case 2
Objective

The objective of the following test scenario is to test the traffic-shaping functionality and performance of the SUT based on three
different values defined in the HTTP payload. Each script and payload value has a corresponding policy defining the maximum
bandwidth in kbit/s set in the SUT.

Input Parameters
The primary input parameters for this test include:

o |Pv4 addresses configured on the Ixia ports running the Performance Endpoints for IXOS to create three and nine pairs using the
same IP addresses (e.g., 172.30.30.1 and 172.30.31.1) and sequential IP addresses (e.g., 172.30.30.1-3 and 172.30.31.1-3),
respectively

« A modified IxChariot “HTTPtext_Payload” script to include payload values that have an associated policy in the SUT. The
policies used for this example include:

— “Priority_0" = max. rate of 100 kbit/s
— “Priority_1" = max. rate of 200 kbit/s
— “Priority_2" = max. rate of 300 kbit/s

FParameter |Send Data Type ﬂ o Marigble
Yariahle name |http_get_data ﬂ
Current value |Embeddedpayload—(userdeﬁned) ﬂ

446 bytes " Text 1 Hex Impart...
GET -[FSTrets i HTTP/1.1 ~

Accept: image-sglif, image-sx-xhitmap, imagejpey, image
spipeg, applicationsvnd . ms-excel, applicationswvnd.ms-
pomerpoint, applicationsmsword, applicationsz-
shockwave-flash, ==

Referer: http:- swww,ixiacom.com-solutions. v

Defaultvalue |NOCOMPRESS - (randomly generated) ﬂ

Comment  |The real content of the HTTP GET

“arighle help

This is the HTTP GET cormmand, configured for this example. A
Maote that any header in the request message is terminated with & 0x0d 0x0a

seqguence. Also note that the HTTF request header section has to end with two 0x0d
0x0a sequences to terminate the HTTF request correctly. v

Qk | Cancel Help

Figure 9: L7 payload definition for traffic policies

Testing L7 Traffic Shaping Policies with IxChariot Copyright © Ixia, 2005 9



o oo oo I
_— Policy: Rate (0) 0-100k
e
—— G DULES  f—
Weh service (Hyper-Text Transport Protocol)
" o & [T

=

i3
-4 Default

B Outbound &
-8B Localhost
(& SameSide

=HLE_Priority.

@ Citrix

-8 Default

{# DHCP
-8 HTTP
wlEl Warharne

4

_IL7_Priarity

-3 Priority 0
5 Priotity_1
-4 Priority_2

& Localhost
-38 SameSide

(¢ HTTP_GET_TEST
]

£
= (1 DiscoveredParts

-4 TCP_Port 10115
E UDP_Por_1011%
& CiscoDiscover

-4 Protocol_170

2 Protacol_2004

-2 Protocol 6000

& Protocol 8600
SpanningTree

-8 HTTP_RESPONSE

-8 Priarity_0
& Priority_1
E|
i

Priority_2

ke

~

Name: |Priurity_0 ‘
Parent: /Inbound/L7 Priority
@ Standard

Type: OException
AutoDiscovered: No

Traffic Discovery

OInheritable

within Class: bR ENL
Host Analysis: [FTop Talkers  #Top Listeners
Rlesponse LD O Total Delay Threshold Active
Measurement:
Comment: |
Owner: | ‘

—_— matching rule: 1 —
edit rule » delete rule ...

Device: any
Protocol: TCP
Outside
Service: HTTP
Criterion: Web:url:/Priority 0/

Figure 10: Matching rule (“Rate Limit") definition in the SUT

o Network protocol - TCP

e Endpoint 1 (E1) Setup addresses (i.e., management port IPv4 addresses of Ixia port)

» Run Option set to a fixed duration of one minute

10  Copyright © Ixia, 2005
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| (T o) el e ) (o e [e]

Timing Records | 95% Confidence | Average | Minimum | Maximum | Measured| Relative
(Mhps)

0626
001

Legend

Throughput ——Fair 1~ 100keps raie-imied
03800 — Pair 2 — 200 kbps rate-limited

: — Pair 3 - 300 kbps rate-imited

0.3200 4
0.2700
w
oy 0.2200
£t
0700

01200 4

0.0700 T T T T T
0:00:00 0:00:10 0:00:20 0:00:30 0:00:40 0:00:50 0:07:00

Elapsed time (h:mm:ss)

[Pairs: 3 [Stert 342172005, 356:38 PM [End: 3/21/2005, 357:38 PM  [Run time: 00:01:00 |Fan to completion

Figure 11: Results for three pairs with three matching maximum bandwidth rules

As can be seen in the above results, the SUT had no problems recognizing the payload values and enforcing the appropriate policy
on a per-pair basis. However, the throughput deviation from the defined maximum value for pair 3 (i.e., 300 kbit/s) is significantly
higher than for pairs 1 and 2. See average and maximum throughput values for pair 3.

Scaling the test to running a total of nine pairs representing three different sets of source and destination IP addresses reinforces
this observation.

Testing L7 Traffic Shaping Policies with IxChariot Copyright © Ixia, 2005 11



Ml |xChariot Test - C:\DOCUME-1\cbuerger\MYDOCU-1\Ixia\IXCHAR~1\COLLAT~1\NEWSLE~1\IXCHAR~2\L7 TRAF - 1\CHRIS "~ 1\DIBD. .. g@@

Fie Edit View Run \Window Help
@ Ty

Fair |
Pair2

(=-=or8 ot ] 3 ¢

| Transaction Ratel Fesponse T\me} R= DataTota\s} Endpoint Comiguratmn] 802.11 I

|ALL|TEP|SER|EP1|EF‘2| sQ |PE1 |P|: |

Timing Records | 95% Confidence | Awerage | Minimum | Maximum| Measured | Relative
Group Fun Status Completed Interval [ (Mbps)|  (Mbps) (hbps)| Time (sec)| Precisian
E172.30.30.1 455 0.573 0.022 0.381
11 Pair2  Finished 75 0.003 0.095 0.058 0oz 59541 3133
1] Pair3  Finished 135 o0l 0170 nnz2z n.21g 59.637 10503
[ Paird  Finished 245 0.0 0.309 0116 0381 £9.952 3.707
EH172.30.30.2 464 0.584 0.022 0.395
1 Pairé  Finished 78 0.0z 0.034 0070 0oz £9.384 1.556
11 Pair7  Finished 132 0.018 0.167 002z 0.203 £9.823 10561
[} Pair&  Finished 254 o012 n.320 0.035 0.395 £9.902 3613
E172.30.30.3 459 0.578 0.062 0.408
1] Pair 10 Finighed 76 0.003 0.098 0.062 0oz £9.893 2696
11 Pair11  Finished 111 0.008 0178 0.093 0202 59.761 3.474
1] Pair 12 Finished 242 ooz 0.308 0114 0.408 59.975 3.064
Legend
Throughput ——Fair2 — 100kops ratemind
0.4100 — Pair 3 — 200 khps rateimited
03810 — Pair 4 — 300 kbps rateimited
— Pair 6 — 100kbps rateimited
03210 4 — Fair 7 — 200 kbps rateimited
— Pair & — 300 kbps rateimited
ey sy —— Pair 11— 200 ks rate-limited)
= — Pair 12 — 300 khps rate-limited
= 0.2010 +
01410 4
0.0310 ~
0.0210 T T T T T
0:00:00 0:00:10 0:00:20 0:00:30 0:00:40 0:00:50 0:01:00

Elapsed time (h:mm:ss)

|Pairs: 9 |Start 3/24/2005, 3.48:06 PM  [Enck: 3/24/2005, 3:43:06 PM  [Run time: 00:01:00 [Ran to completion

Figure 12: Results for nine pairs with three matching maximum bandwidth rules

IxChariot offers a number of ways to represent data to crystallize further points of investigation. Displaying the data on a per pair-
group basis can help you measure whether the aggregate maximum throughput for three pairs using the same matching rule but
different IP addresses is within the expected range (e.g., a maximum of three times the maximum bandwidth for the individual pair).
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Ml IxChariot Test - C:\DOCUME- 1\cbuerger\MYDOCU- 1\Ixia\IXCHAR - I\COLLAT-1\NEWSLE~1\IXCHAR -2

TRAF-1ACHRIS'-1ADIBD. ..

Eile Edt “ew Run Window Help
H|m@|$‘%‘m“’ﬁ ; [fard |ALL‘TCP‘SCR|EP1|EP2|SD |PG ‘F‘C ‘ B ‘ m
TestSetup | Transaction Rate ] Response Time } Raw Data Totals ] Endpoint Configuration } 802.11 }
Timing Records | 95% Confidence | Average | Minimum | Maximum | Measured| Relative
Group Fun Status Completed Interval | (Mbps)|  (Mbps) (Mbps)| Time (sec)| Precision
s EHTTPtext_Payload._Auto_Priority_0.scr 229 0.288 0.058 0.102
Pair 2 Finished 75 0.003 0.095 0.058 0102 59.541 3133
Pairb Finished 78 o.002 0.093 0.070 n.aoz 59.384 1.586
Pair10 Finizhed 76 0.003 0.096 0.062 0102 59.593 2,656
i} EHTTPtext_Payload. Auto_Priority_1.scr 408 0514 0.022 0.218
Pair3 Finished 135 0018 0170 0.022 0218 B9.837 10503
Pair 7 Finizhed 132 0.018 0.167 n.0z2 0.203 59.823 10.561
Pair11 Finished 141 0.006 0178 0.053 0.202 59.761 3474
il EHTTPiext_Payload._Auto_Priority_2 scr 71 0933 0.085 0.408
Pair4 Finizhed 245 0.011 0.309 0.116 0.381 59.952 3707
Pair & Finished 254 0012 0.320 0.085 0.335 59.902 3613
Pair12 Finished 242 ooz 0.30% 0.114 0.408 59.975 3.869
Legend
Th roug h pUt — HTTPtext_Payload._Auta_
1.2000 — HTTPtext_Payload _Auta,
) — HTTPtext_Payload._Auto.
1.0830
0.8890 o
G 06890
=)
=
0.4530
0.2890 ~
0.0890 T T T T T
0:00:00 0:00:10 0:00:20 0:00:30 0:00:40 0:00:50 0:01:00
Elapsed time (h:mm:ss) 3 3
[Pairs: 8 [Start: 372472005, 3:48.06 P [End: 3/24/2005, 3:48:06 M [Run time: 00:01:00 |Fanta completian

Figure 13: Results for nine pairs grouped by script name, with each script name representative of a different payload value

Testing L7 Traffic Shaping Policies with IxChariot
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3.5. Test Case 3
Objective

The objective of the following test scenario is to test the traffic-shaping functionality and performance of the SUT based on three
different values defined in the HTTP payload. Each test script and payload value has a corresponding policy defining the traffic's
priority versus other traffic running through the SUT.

Input Parameters

The primary input parameters for this test include:

IPv4 addresses configured on the Ixia ports running the Performance Endpoints for IXOS to create three pairs using the same IP
addresses (e.g., 172.30.30.1 and 172.30.31.1)

IxChariot “HTTPtext_Payload” script modified to include payload values that have an associated policy in the SUT. The policies
used for this example include:

“Priority_0" = Priority O (lowest priority)

“Priority_1" = Priority 1
“Priority_2" = Priority 2

¥ show /hide

E-_ A Inbound &

& Localhost
- W8 SameSide
(J HTTP_GET_TEST
L7 _Priorit
{8 Priority 0
& Priority_1

:

-yl CiscoDiscover
& Protocal_170

E-_ 1 Quthound &

- W& Localhost
W8 SameSide

-4 HTTP_RESFOMSE

-

Policy: Priority (1)

attributes

Web service (Hyper-Text Transport Frotocol)

apply changes ...

Response Time [ Total Delay Threshold Active

-3 Protocal_2004 Measurement:
-8 Protocal_BO0O
~4& Protocol 5600 Cominent:
43 SpanningTree

[ Default Owner:

B[ L7 _Priotity
& Priority 0
& Priority_1

edit rule »

matching rule: 1

delete rule ...

Device: any

Protocol: TCP

Outside
HTTP

Web:url:/Priority 1/

Service:

Criterion:

(& Briarity 2 Name: |Priority_1
DHCP —
HTTP Parent: /Inbownd/L7 Priority
Pl ) .
D RTF_woice Type: OException ® Standard OTuheritable
9 S50P
:E MetBIOS-IP AutoDiscovered: No
ICWP & : S
& 0sPE Traffic Discovery ..\ aifable
DiscoveredPorts within Class:
TCP_Port_10115 . .
UDP_Port_1011£ Host Analysis: OTop Talkers OTop Listeners

Figure 14: Matching rule (“Priority”) definition in the SUT

o Network protocol - TCP
o Endpoint 1 (E1) Setup addresses (i.e. management port IPv4 addresses of Ixia port)

o Run Option set to a fixed duration of one minute
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Fle Edit view Run Window Help
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Figure 15: Results for three pairs with three matching priority rules

As shown in the above results, the SUT has no difficulty recognizing the payload values and enforcing the appropriate policy
determining the relative priority of the data on a per-pair basis. Interestingly, the aggregate throughput for all three pairs is
significantly lower than the baseline throughput measured in Test Case 1. This indicates that the “cost” of adding traffic shaping
rules to overall throughput can be substantial.
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3.6. Test Case 4
Objective

The objective of the following test scenario is to test the traffic-shaping performance of the SUT when a mixture of stateful and
stateless IxChariot traffic is sent through the device. Stateful traffic can take the form of generic background traffic (e.g., IMIX) or
Denial of Service (DOS) attack traffic.

Input Parameters
The primary input parameters for this test include:

o |Pv4 addresses configured on the Ixia ports running the Performance Endpoints for IXOS to create four pairs using the same IP
addresses (e.g., 172.30.30.1 and 172.30.31.1)

o IxChariot “HTTPtext_Payload” script modified to include payload values that have an associated policy in the SUT. The policies
used for this example include:

— “Priority_0" = max. rate of 100 khit/s
— “Priority_1" = max. rate of 200 kbit/s
— “Priority_2" = max. rate of 300 kbit/s

o IxChariot hardware performance pair streams to generate stateless FPGA-driven traffic. Stream types used in the following test
cases include:

— IPv4_IMAX running at 2% line rate of the Ixia Load Module
— IPv4_PingFlood running at 100% line rate of the Ixia Load Module
— IPv4_SynFlood_port80 running at 2% line rate of the Ixia Load Module
o Network protocol for script pairs — TCP
e Endpoint 1 (E1) setup addresses (i.e., management port IPv4 addresses of Ixia port)

» Run option set to a fixed duration of one minute
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Figure 16: Results for three script pairs with matching maximum bandwidth rules and IMIX background traffic

As illustrated in the above results screen, adding stateless traffic to the mix of data sent across the SUT causes the stateful traffic to

back off and show lower throughput than in Figure 11. The decrease in the average throughput (approximately 30%) is spread
evenly across all stateful traffic pairs.

Testing L7 Traffic Shaping Policies with IxChariot Copyright © Ixia, 2005 17



A ] €[] (= e[ote[ SESRI S = FR[E] [aua[ree]scn]eealeee] ca e o] & [7] (B] BRIEIEN
TestSetup Throughput ITransact\Dn Rate] Response T\mew 4 One-WayDe\ay} 4 LDstDatal Raw DataTDtaIs] Endpaint Conhgurat\om} Datagraml a0z.11 1
Timing Records | 95% Confidence | Average | Minimum | Meximum | Measured Relative
Group Fun Status Completed Interval | (Mbps)|  (Mbps) (Mbps)| Time (sec)| Precision
517 0.631 0.001
Tl 8 0.000 0
il
[0 Pair 3 Finished 147 0.011 53.910
[0 Pair4 Finished 278 0.008 0117 0.402 55.945
Legend
Throughput — Fair 1 — 1P FingFlood
04100 — Pair 2 —100kbps rate-limited
— Pair 3—200 khps rate-limited
0.3513 4 — Pair 4 - 300 kbps rate-limited
02813
w
Soena A
01413
00713
00013 T T T T T
0:00:00 0:00:10 0:00:20 0:00:30 0:00:40 0:00:50 0:01:00
Elapsed time (h:mm:ss)
[Pairs: 4 [Start 3/21/2005, 65552 FM [End: 3/21/2005, 6:56:52 P [Fun time: 00:01:00 |Ranta campletian

Figure 17: Results for three pairs with three matching bandwidth rules and Ping Flood traffic

This test shows that after identifying the Ping Flood traffic, the SUT throttles the ICMP traffic to have no impact on the throughput of

any of the other pairs (2,3 and 4) running stateful traffic with matching traffic rules.
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Figure 18: Results for three pairs with three matching bandwidth rules and TCP Syn Flood traffic

Care needs to be takes to not exceed the capabilities of the SUT, however. As shown in the above results screen, the SUT is not

able to handle a low line rate (2%) stream of TCP Syn attacks for more than two seconds, consequently shutting down the link and
causing IxChariot TCP timeout errors on the stateful traffic pairs.
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